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JRRD On-Line

Selected portions of the Journal of Rehabilitation Research and Development (JRRD)
are being put on-line via CompuServe. Abstracts of scientific articles, Calendar of
Events, and Publications of Interest are available to readers through JRRD On-Line.

Subscribers to CompuServe may access JRRD On-Line by typing "GO REHAB'’ (or
"GO HUD’' and selecting the ‘‘Research and Development’’ menu option).

USING THE EXISTING VA REHABILITATION
DATABASE ON COMPUSERVE

I. What you need: Access to equipment and software.
® Personal computer
* Modem with communication software
¢ Subscription to CompuServe (connect time costs range from $6/hour [300
baud] to $12.50/hour [1200 baud], prices vary with baud rate).

Il. You can get help if needed:
* VA Rehabilitation Database — write or call
Scientific and Technical Publications Section (110A1)
VA Prosthetics R&D Center
103 South Gay Street
Baltimore, Maryland 21202-4051
Phone: 410-962-1800

lil. The VA Rehabilitation Database is user friendly:

e A user friendly system is a central design feature of the database. No previous
experience with computers is necessary and very little learning is required. The
system makes obtaining information about rehabilitation devices as easy as
making a telephone call.

V. Eligibility:
* The VA Rehabilitation Database is available for use by anyone who subscribes
to CompuServe.
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NOTICE TO CONTRIBUTORS

Purpose and Scope

The Journal of Rehabilitation Research and Development, published
quarterly, is a scientific rehabilitation engineering, research and develop-
ment publication in the multidisciplinary field ¢ f disability rehabilita-
tion. General priority areas are: Prosthetics and Orthotics; Spinal Cord
Injury and Related Neurological Disorders; Communication, Sensory
and Cognitive Aids; and, Gerontology. The Journal receives submis-
sions from sources within the United States and throughout the world.

Only original scientific rehabilitation engineering papers will be
accepted. Technical Notes describing preliminary techniques, proce-
dures, or findings of original scientific research may also be submitted.
Letters to the Editor are encouraged. Books for review may be sent by
authors or publishers. The Editor will select reviewers.

Review Process

All scientific papers submitted to the Journal are subject to critical
peer review by at least two referees, either editorial board members or
ad hoc consultants, who have special expertise in a particular subject.
To ensure objectivity, anonymity will be maintained between the
author(s) and the referees. The final decision as to the paper’s suitability
for publication rests with the Editor of the Journal.

Originality

Authors must confirm that the contribution has not already been
published by or submitted to another journal. The submission letter
must be signed by all authors.

Instructions to Contributors

Manuscripts should meet these requirements: 1) Papers must be
original and written in English. 2) Manuscripts must contain an
Abstract, Introduction, Method, Results, Discussion, Conclusion, and
References. 3) Manuscripts are to be typewritten on good quality 82 x
11 inch white paper double-spaced, with liberal margins. 4) A 32 or 5%
inch floppy disk (nonreturnable) prefe.ably in IBM-PC format—generic
ASCII 1ext (if using other software version, label disk accordingly)
should accompany the hard copy. If using Macintosh, please so advise
in cover letter. The length of a manuscript will vary, but generally
should not exceed 20 double-spaced typed pages.

Abstracts: An Abstract of 150 words or less must be provided with
the submitted manuscript. It should give the factual essence of the
article and be suitable for separate publication in index journals.

The style must be in the form of a structured abstract which outlines
the Purpose of the Study, Subjects, Methods, Results, Conclusion, and
Discussion.

Key Words: Three to ten key words, preferably terms from the
Medical Subject headings from Index Medicus should be provided.

llustrations: In preparing original drawings or graphs, authors
should use black or India ink. Professional lettering is required. Lettering
should be large enough to be read when drawings are reduced. Black and
white computer-generated graphics are acceptable. Five-by-seven-inch
glossy print photographs are preferred; good black and white contrast is
essential. Color photographs cannot be accepted. All figures should
have legends, listed on a separate sheet. The number of illustrations
should be limited to six. The sausc hold< true for tables. These should be
used with the sole intent of clarifying or amplifying the text.

References should be cited in the Vancouver style. They should be
typed separately, double-spaced, and numbered consecutively in the

order in which they are first mentioned in the text, with only one
reference per number. The number appropriate to each reference should
be included in parentheses at the proper point in the text. ‘‘Unpublished
observations’’ or ‘‘personal communications,”’ in which the author has
secured the permission of the person cited, should be treated as
footnotes and not be included in the numbering of references. Authors
are responsible for the accuracy of their references. Please follow these
sample formats:

Article. Gilsdorf P, Patterson R, Fisher S. Thirty-minute continuous
sitting force measurements with different support surfaces in the spinal
cord injured and able-bodied. J Rehabil Res Dev 1991;28:33-8.

Chapter in a Book. Wagner KA. Outcome analysis in comprehensive
rehabilitation. In: Fuhrer MJ, ed. Rehabilitation outcomes. Baltimore:
Brookes Publishing Co., 1987:233-9.

Published Proceedings Paper. Hammel JM, Van der Loos M. A
vocational assessment model for use of robotics technology. In:
Presperin }J, ed. Proceedings of the 13th Annual RESNA Conference,
1990:327-8.

Tables should not duplicate material in text or illustrations. They
should be numbered consecutively with Arabic numerals cited in the
text. Each table should be typed double-spaced on a separate sheet and
should have a brief title. Short or abbreviated column heads should be
used and explained, if necessary, in footnotes.

Mathematical Formulas and Specialized Nomenclature: Traditional
mathematical treatments should be extended by adding brief narrative
notes of explanation and definitions of terms, as appropriate, to ensure
that readers of other disciplines gain the fullest understanding of the
material presented. The International System of Units (S1) are requested
for use in all quantities in text, tables, and figures.

Permissions and Copyright

Articles published and their original illustrations (unless borrowed
from copyrighted sources) are in the public domain. Borrowed illustra-
tions must contain full information about previous publication and
credit to be given. Authors must obtain permission to reproduce figures,
signed release forms for use of photographs containing identifiable
persons, and submit originals of those signed documents with the
manuscript.

Review of Proofs

Galley proofs will be sent to the first-named author, unless otherwise
requested. To avoid delays in publication, galleys should be checked
immediately and returned to the publishers by express mail within five
working days.

Reprints Policy/Procedures

The VA will provide 100 reprints free of charge to the first-named
author (or other designated corresponding author) of published articles
at the time of Journal distribution.

Manuscripts should be submitted to:
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A MESSAGE FROM THE SECRETARY

Earlier this year, 1 was faced with a budget di-
lemma and was forced to take funds from some of
our programs and shift them to other areas that
were in ‘‘critical condition.”’ Research was one of
the areas that 1 reduced, and that was a very diffi-
cult decision to make. At the time, some people
criticized my decision and deemed it to be the be-
ginning of the end of research in VA. Nothing
could be further from the truth.

My decision was not the setting of a precedent,
and it in no way indicates a disregard for the re-
search programs. Even as I made the decision, |
was thinking of ways to restore those funds in fu-
ture years. 1 firmly believe that VA research is just
as important to our veterans as the medical care we
provide them in our hospitals. In fact, clinical care
as we know it would not exist without research.
Research is where it all begins, and | am
determined to keep our VA research efforts thriv-
ing.

The story of VA research successes is long and
rewarding. The developments and break-throughs
that have come out of that research over the years
have helped to benefit a// Americans, not just veter-
ans. 1 have no intention of writing the final chapter
in the book of VA research. That is why this Jour-
nal has been reestablished. This move signals our
renewed commitment to our research endeavors and
to those who devote their careers to conducting re-
search.

Jesse Brown, Secretary of DVA

After being wounded in Vietnam, | began the
long and arduous process of hospitalization, ther-
apy, and rehabilitation. I know that the success of
my recovery was due to the efforts of the many
compassionate men and women who tended to my
wounds, guided me through physical therapy, and
helped me in every way possible with my total reha-
bilitation. But I also know that they would not
have the best treatment protocols, prosthetics, and
therzpy regimens if it were not for the efforts of
the men and women in VA research.

As Secretary of Veterans Affairs Jesse Brown, |
have an obligation of office to support our VA re-
search programs. As Jesse Brown, disabled veteran,
I have a personal reason to not only support those
programs but to be thankful for what they meant
to my treatment and recovery. That is why I am
delighted to see the rebirth of the Journal of Reha-
bilitation Research and Development. 1t is my hope
that this tool for your profession will help you
carry VA research to new and even more rewarding
levels.

%—«g Q’ N
Jesse Brown

Secretary of Veterans Affairs
Washington, DC 20001
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EDITORIAL

Much is said about quality in health care services by many organizations today. VA is proud
of the hearing health services provided to our veterans, reflected in audiology and speech pathol-
ogy clinics located in most of our medical centers. An important role for an organization like the
Department of Veterans Affairs is to provide for links between applied research and actual bene-
fit for these individuals. The veteran’s needs for restored function and quality of life provide the
focus of our mission. The Rehabilitation Research and Development Service is organized to pro-
vide such links, represented by merit-reviewed support for major studies in hearing aid and
assistive device technology over the past decade.

In this special issue of the Journal of Rehabilitation Research and Development, we highlight
the advances made since our last special publication on sensory aids for hearing impairment in
1987. With world-wide distribution of this journal, we expect broad interest in this topic on hear-
ing loss, a problem which ranks as the third most prevalent chronic condition among people 65
years of age and older in the United States.

The Guest Editors for this special issue are Harry Levitt, Ph.D., and Alien E. Boysen, Ph.D., both
renowned leaders in the field of audiology.

Harry Levitt, Ph.D. Allen E. Boysen, Ph.D.

Center for Research in Speech and Hearing Sciences, Director, Audiology and Speech Pathology
Graduate School and University Center, Service

City University of New York Department of Veterans Affairs

Harry Levitt obtained his Ph.D. in electrical engineering from the Imperial College of Science
and Technology, London, in 1964. He then joined the Bell Laboratories where he did research on
binaural hearing, adaptive testing in psychoacoustics, and digital processing of speech signals.
During this time he became interested in the design, development, and evaluation of special tele-
phones for hearing-impaired persons and other communication aids. In 1969, he joined the City
University of New York, where he set up the Communication Sciences Laboratory. His research
efforts since then have focused on applications of computer technology in speech and hearing
sciences and, in particular, on the development of more effective sensory aids for hearing impair-
ment using computer techniques. His many research contributions include the development of
computer-assisted adaptive test procedures for use in speech and hearing, computerized visual
tactile speech-training aids, computer speech synthesis for diagnosis of speech problems, a
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pocket telecommunicator, a digital master hearing aid, digital signal-processing techniques for
matching the speech signal to residual auditory function, noise reduction techniques for hearing
aids, and computer synthesis of video speech signals for studies in lipreading. Dr. Levitt has re-
ceived several regional and national awards for his work and was recently named Distinguished
Professor at the City University of New York.

Allen E. Boysen, Ph.D., is the Director of Audiology and Speech Pathology Service, Depart-
ment of Veterans Affairs. He holds a B.A. degree from the University of lowa, an M.S. from Col-
orado State University, and a Ph.D. from the University of Oklahoma Health Sciences Center. His
degrees are all in communication disorders. As a speech-language pathologist, Dr. Boysen de-
voted 15 years to clinical practice. He has also contributed to the design and development of
multidisciplinary quaiity improvement systems for the Department of Veterans Affairs, and di-
rected the agency’s Rehabilitation Education Program, focused on VA-wide continuing education
of professional staff. As Director of the largest program for clinical services in the nation, training
and research in communication disorders, he has been involved in projects such as adaptive digi-
tal hearing aid development, cochlear implant center development, hearing aid consensus confer-
ences, and an interagency agreement for hearing aid research with the National Institute on Deaf-
ness and Other Communication Disorders.

John W. Goldschmidt, M.D.

Director, Rehabilitation Research and Development Service
Veterans Health Services and Research Administration
Department of Veterans Affairs

TO THE READERSHIP

The Journal of Rehabilitation Research and Development (JRRD) is designed to serve the
requirements of the scientific community for responsible reporting of original scientific data
considered to have wide technological, clinical, and ultimately commercial applications.

Beginning with this issue of JRRD, Volume 30, No. 1, 1993, modifications have been
made and descriptive material has been added. The Editorial Board of JRRD proposed these
modifications and additions in order to further enhance the high quality of the Journal and
to ensure that it continues to be the conservator of documentation of relevant research
findings, speaking directly to the needs and interests of the veteran population and the
private sector.

The following modifications and additions have been made:

¢ introduction of Structured Abstracts to the authors’ scientific pap rs which will present a
concise summary of the essential facts as a means of explaining, in nontechnical terms, the
purpose of the work, subjects (if any), procedures followed, the subsequent results, and the
appropriate application for consideration by the veteran. A final explanatory sentence will
state the clinical relevance of the information contained in the article. This information will
be written by the author of the paper, in addition to the conventional abstract as written by
the author and accepted by the peer review process as an integral part of the scientific
paper.

* Inclusion of Guest Editorials, outlining the need for, and implications of, major research
and development programs as they relate to the veteran.

* Expansion of the Letters to the Editor Section. Interested readers are encouraged to
engage in an exchange of information through this Section. Letters should relate specifically
to material published in JRRD. Authors of the article(s) in question will be asked to respond.
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Guest Editorial

e Expansion of the Clinical Reports Section. This Section will report the results of
rehabilitation technology clinical evaluations, final reports of R&D funded projects, surveys,
and other subjects of interest to the clinician and veteran consumer in the Department of
Veterans Affairs (VA) and elsewhere. By expanding this Section, we will bring clinical
information to our readers from many sources, thus further assisting veterans in activities ot
independent and productive living.

It is our hope that the modifications and additions we have made will continue to
enhance the quality of JRRD, reach out to the clinical community, and ultimately answer,
through scientific research and development, the needs of the veterans we serve.

Tamara T. Sowell

Editor, Journal of Rehabilitation Research and Development
Rehabilitation Research and Development Service
Department of Veterans Affairs

GUEST EDITORIAL

Just over 5 years ago, in the Fall of 1987, the Journal published a special issue on
Sensory Aids for Hearing Impairment. This was a time of great excitement in the field in
that digital hearing aids had just been introduced and offered great promise for the future.
Among the many advantages offered by this new tech:.ology were more efficient methods
of hearing aid prescription, powerful new methods of processing signals for improving
speech intelligibility and reducing the effects of background noise, new measurement
techniques, and improved diagnostic procedures. It is now five years later and the question
to be asked is: Have digital hearing aids lived up to their promise? This special issue of the
Journal, namely, Part I: Advanced Hearing Aid Technology, to be followed by a companion
issue, Part /l: Clinical Evaluation of New Generation Hearing Aids, in several months,
addresses the question by providing concrete examples of recent positive results using this
new technology. As shown in these papers, significant advances have been made in several
areas. Although much of the early promise has yet to be fulfiled, the impact of digital
technology on the field has already been profound. Hybrid analog/digital hearing aids
providing superior performance (in comparison with older, conventional hearing aids) are now
widely used, and significant improvements in cochlear implants have been obtained using
digital signal processing techniques. Further advances are expected with the ongoing
development of even more sophisticated digital chips. Veterans with hearing impairments
have benefited substantially from recent advances in this area. It is our hope that the
progress currently being made in applying advanced technology to clinical problems will
continue with increasing momentum.

Harry Levitt, Ph.D.
Center for Research in Speech and Hearing Sciences
City University of New York




PREFACE

The Fall 1987 issue of the Journal of Rehabiutation Research and Development
presented a comprehensive review of sensory aids for hearing impairment. The demand
for this special issue exceeded expectaticns and a second, larger printing was required.
This issue was also widely disseminated throughout the v orld. Five years later, we are
revisiting the topic in order to update knowledge in this rapidly changing area of
rehabilitation.

It is noteworthy that, compared to the 1997 publication, the number of
contributions from Department of Veterans Affairs (VA)-funded investigators in this
current special issue has increased substantially. This reflects a significant and
sustained increase in the emphasis on clinical and technology-oriented research by the
VA’s Rehabilitation Research and Development Service. The Journal of Rehabilitation
Research and Development has had a major impact on strengthening this emphasis.

VA can take pride in its contributions to research, development, and clinical
applications involving sensory aids for hearing impairment. For example, as early as the
1970s, VA supported the development of a digital hearing aid. Today, programmable
hearing aids with digital components have become a viable clinical alternative to
conventional hearing aids. VA is still actively engaged in supporting research and
development in the clinical application of these instruments.

The cochiear implant is another major development in the field that is also strongly
supported by VA. To date, the largest clinical study on cochlear implants has just been
completed as part of VA’'s Cooperative Studies Program. Furthermore, regional clinical
cochlear implant centers have been established throughout the VA health car» system.
in the long run, preventive care is more effective than remediation, and VA has been
supportive of this type of research. Several VA-supported projects in this area are also
reported in this special issue.

In terms of delivery of services, VA is the world’s largest dispenser of hearing aids,
with over 60,000 of these instruments annually being fitted in over 140 clinics This
system includes an annual, comprehensive, peer-based evaluation program for selecting
and testing hearing aids. A component of this program is the electroacoustic testing of
these hearing aids by the National Institute of Standards and Technology.

VA has joined forces with other organizations in sponsoring major conferences on
amplification for hearing impairment. These activities have resulted in the dissemination
of research findings, policy guidelines, and standards. Taken together, these
contributions have influenced industry and the professions in ways that have benefited
veterans as well as the general public.

During these times of austerity in public funding. VA has joined forces in sharing
agreements with others to maximize treatment benefit for patients with
outcome-oriented research and development. Numerous such arrangements for clinics’
services exist between VA and Department of Defense facilities throughout the United
States. A major jcint initiative for hearing aid research exists with the National Institute
on Deafness and Other Communication Disorders.

This special issue reflects current investigations with signal processing for hearing
aids, technological aids, cochlear implants, and problems with hearing measurements.
VA has enjoyed a significant role in nurturing many of these investigatiuns through a
rigorous process of merit review, funding support, and transfer to clinical applications.
We are indebted to all those within VA and private sector professions who “ave
contributed to the success of this publication.

Allen E. Boysen, Ph.D.
Director, Audiology and Speech Pathology Service
Department of Veterans Affairs




GUIDE TO THE ISSUE by Harry Levitt, Ph.D.

R

SECTION 1.

DIGITAL TECHNIQUES
IN ACOUSTIC
AMPLIFICATION

e S e T
CEAREREE

The papers in this special issue have been divided into three groups. The
first deals with various aspects of amplification using digital techniques that
have shown promising results in either the clinic or the laboratory. The
second group of papers deals with the specific problem of speech 1n noise and
new methods of signal processing for noise reduction. The third group of
papers provides examples of useful applications of digital technology in
related areas, most notably in signal processing for cochlear implants, but
also in developing improved methods of measurement.

The advantages of digital signal processing werc clearly demonstrated in
the experimental digital hearing aids that were first developed. A serious
limitation of these early instruments, however, was that their size and power
consumption were too large for a practical, wearable hearing aid. A useful
compromise that reduces power consumption to a practical level for a
wearable instrument while at the same time maintaining many of the
advantages of digital techniques is that of combining analog and digital
technology in order to minimize power consumption.

The most common form of hybrid analog/digital hearing aid is that in
which the audio signal is processed by analog components (amplifiers, filters)
under digital control. Virtually all of the programmable hearing aids that are
currently available for clinical use are of this type. Another form of hybrid
amplification is that in which the signal is represented by pulses of varying
width (i.e., pulse- width modulation). Amplifiers of this type, known as Class
D amplifiers, are very efficient with respect to power consumption and are
being used increasingly for the power amplification stage in small in-the-ear
(ITE) hearing aids where small size and low power consumption are of critical
importance.

Given the limitations of hybrid analog/digital circuits of small size and
very low power consumption, can a hybrid Class D amplifier provide the
precision and flexibility needed for effective prescriptive fitting of ITE
hearing aids? The paper by Sammeth, et al., addresses this issue by
investigating the extent to which modern ITE hearing aids using hybrid Class
D amplifiers are capable of achieving prescribed frequency-gain characteris-
tics. The results show that modern ITE hearing aids using this hybrid form of
amplification can achieve prescribed frequency-gain characteristics with
significantly greater accuracy than conventional ITE hearing aids.

One of the many advantages offered by digital hearing aids is that of
new methods of signal processing for improving acoustic amplification. One
such possibility is the use of adaptive algorithms for reducing or canceling
unwanted signals, such as noise or unstable feedback oscillations. The pair of
papers by Engebretson and French-St. George describe the development and
evaluntion, respectively, of adaptive feedback equalization using an experi-
mental wearable digital hearing aid. The results show that an additional 4 dB
of gain could be achieved when adaptive feedback equalization was present,
resulting in improved intelligibility.

Advanced signal processing techniques offer new opportunities for
improving acoustic amplification, but it is important to know how to use this
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SECTION 11.
NEW METHODS OF
NOISE REDUCTION

new technology in order to achieve practical benefits. In many respects, the
limitation on further progress is not so much that of not being able to process
acoustic signals as needed, but rather that of not knowing what form this
processing should take. The paper by Posen, et al., reports on new ways of
processing speech tor severely hearing-impaired individuals using frequency
lowering. This form of signal processing has yielded mixed results in the past,
improved perception being obtained for some speech sounds, and degraded
perception for other sounds. In tiie study by Posen, et al., frequency lowering
was used selectively depending on the acoustic-phonetic structure of the
speech signal. For example, frequency lowering was not used whenever the
input signal was dominated by low-frequency components, as typically occurs
during semi-vowel and nasal consonants. The results of this investigation
show improved performance for stops, fricatives, and affricates without
degrading the perception of nasals and semi-vowels.

The last paper in this group, by Kates, addresses the issue of signal
processing from a broad perspective, that of developing a general approach
to the optimization of hearing aid processing by computer simulation of the
impaired auditory system. From this vantage point, practical methods of
signal processing for hearing aids can be optimized, as described in the paper.
This approach represents a new way of thinking about the problem and
provides a useful framework for developing improved methods of signal
processing.

One of the most pressing problems to be addressed in the development of
advanced signal processing hearing aids is that of reducing background noise.
Methods of signal processing for noise reduction can be subdivided into two
categories, single-microphone and multi-microphone techniques. Single-
microphone techniques have received the greatest attention, presumably
because conventional hearing aids have typically used only one microphone.
The problem of single-microphone noise reduction is particularly difficult,
however, and there is a long history of unsuccessful attempts at improving
speech intelligibility in noise using a single microphone. The paper by Baer, et
al., breaks this mold in that improvements in intelligibility using a
single-microphone technique have been obtained. The basic approach is to
enhance major peaks in the spectrum by increasing the differences in level
between peaks and adjacent valleys. This method of spectral enhancement
was combined with amplitude compression to achieve improvements in
intelligibility equivalent to a gain of roughly 4 dB in speech-to-noise ratio.

Improvements in speech-to-noise ratio can be achieved much more easily
using multi-microphone techniques. This is demonstrated in the paper by
Bilsen, et al., who obtained improvements in speech-to-noise ratio of 7 dB
using fixed- microphone arrays on the frame and legs of a pair of eyeglasses.
Relatively simple methods of signal processing were used that could be
incorporated in a practical hearing aid using existing technology.

The third paper in this group, by Kollmeier, et al., describes a binaural
signal processing system combined with multiband amplitude compression.
The binaural signal processor amplifies sounds emanating from the front and
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DIGITAL TECHNIQUES
APPLIED TO
RELATED AREAS

suppresses sounds coming from the sides, including reverberation. The
multiband compression algorithm matches the dynamic range of the
amplified signal to that of the impaired auditory system. The two methods of
signal processing were found to provide significant improvements in both
speech intelligibility and sound quality.

Digital signal processing techniques have proven to be of value in a
number of related applications. The paper by Dillier, et al., describes three
separate applications of digital signal processing techniques that have been
found to be useful for both hearing aids and cochlear implants. In the first
application, a two-microphone noise reduction system has been implemented
using an adaptive beam-forming algorithm in which a higher degree of
directionality was achieved (i.e., the system behaves in much the same way as
a highly directional microphone with concomitant improvements in the
speech-to-noise ratio, provided the speech and noise come from different
directions). In the second application, loudness distortions resulting from the
hearing impairment are corrected using multiband amplitude compression.
Although this form of compression is not new, its implementation in real-
time wusing digital signal processing techniques based on relevant
psychoacoustic data represents a useful step toward developing an improved
multiband digital hearing aid. The third application describes an experimental
evaluation of various signal stimulation strategies for use with multichannel
cochiear implants. The results show that coding strategies involving the
interieaving of pulsatile signals provide significant improvements and that
coding strategies of this form for pitch information can be of use to a
cochlear implant patient.

The next paper, by Wilson, et al., compared two approaches for
representing speech information in a cochlear implant, a compressed analog
representation and a digital representation using continuous interleaved
sampling (CIS). The CIS procedure was found to yield substantial improve-
ments over the compressed analog representation. The paper also reports on
investigations for optimizing the parameters of the CIS procedure (e.g., pulse
duration, pulse rate, interval between sequential pulses).

Methods of noise reduction developed for acoustic amplification systems
can also be used with cochlear implants and other sensory aids. The paper by
Weiss describes how the INTEL method of noise reduction has been
implemented for use with the Nucleus-22 cochlear implant. The results of a
computer simulation showed an effective improvement of about 7 dB in the
speech-to-noise ratio. Subsequent experimental investigations with cochlear
implant patients have obtained improvements in intelligibility corresponding
to a 5 dB gain in intelligibility. These improvements are striking in that they
were obtained with a single-microphone method of noise reduction. It is also
interesting to note that previous evaluations of the INTEL method of noise
reduction for acoustic amplification did not show any significant change in
intelligibility, although improvements in overall sound quality were obtained.

The last paper in this special issue, by Larson, et al., deals with the
application of digital technology to a difficult measurement problem, that of
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wideband measurement of the acoustic impedance of the ear. Measurements
of this type are useful not only for diagnostic testing but also in developing a
quantitative description of the acoustic coupling between a hearing aid and
the impaired auditory system. This information, in turn, can be used in
developing more effective prescriptive procedures for hearing aids. The
measurement of acoustic impedance over a wide frequency range is not a
trivial problem, and this paper reports on an automated technique for
obtaining acoustic impedance measurements and the reliability of such
measurements obtained in two different laboratories by two different
investigators.

This special issue has focused on issues of signal processing and its
application to hearing aids and cochlear implants. A companion special issue,
to appear shortly, will address more general aspects and clinical implications
of this new technology.

Xiv




Clinical Relevance for the Veteran

SUMMARY OF SCIENTIFIC/TECHNICAL PAPERS
IN THIS ISSUE
by Harry Levitt, PhD, Guest Editor

Achieving Prescribed Gain/Frequency Responses with
Advances in Hearing Aid Technology Sammeth, et al.
(p. 1)

Purpose of the Work. Technological limitations have,
until recently, restricted the capability of in-the-ear
hearing aids to match prescribed frequency-gain charac-
teristics. New technology has recently become available
which offers substantial improvements in this capability.
The purpose of this study was to evaluate the extent to
which this new technology is capable of matching
prescribed frequency-gain characteristics for an in-the-ear
hearing aid. Subjects. Sixty hearing aid users participated.
Half of the subjects had been fitted with older generation
in-the-ear hearing aids, the other half were fitted with
modern in-the-ear instruments using the new technology.
Procedures. Standard techniques were used in fitting all
of the in-the-ear hearing aids. The quality of each fit was
then evaluated by measuring the sound pressure levels
generated in the ear canal by the hearing aids. Results.
The older technology hearing aids were found to provide
too much gain through the mid-frequencies, and too little
gain in the high frequencies. In contrast, the newer
technology hearing aids provided a much closer approxi-
mation to the prescribed gain across the frequency range.
Relevance to Veteran Population. Large numbers of
veterans are fitted with in-the-ear hearing aids each year.
The prescriptive fitting of in-the-ear hearing aids can be
improved substantially using the newer technology.

Properties of an Adaptive Feedback Equalization
Algorithm Engebretson, et al. (p. 8)

Purpose of the Work. A common problem with
hearing aids is that not all of the amplified audio signal
reaches the eardrum. Some of it escapes and reaches the
hearing-aid microphone and is amplified once again. This
process, known as acoustic feedback, can cause whistling
and other unstable behavior in the hearing aid. Digital
signal processing techniques provide a means for reducing
the effects of acoustic feedback in hearing aids. The
purpose of this study was to develop and perform
laboratory evaluations of one such method of feedback
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reduction. An evaluation of the technique with hearing-
impaired subjects is reported in the companion paper in
this issue, by French-St George, et al. (see p. 17).
Procedures. The characteristics of the acoustic feedback
signal are estimated using a known signal at the input to
the hearing aid. An electrical signal with identical
characteristics is then generated and subtracted from the
signals being amplified, thereby canceling the feedback
signal. Since the sound transmission characteristics of the
feedback signal changes over time, the cancellation
process also adapts over time providing continuous,
adaptive feedback reduction. Results. Laboratory evalua-
tions of the feedback reduction technique showed that the
magnitude of the feedback signal could be reduced
substantially. As a consequence, the output power of a
hearing aid can be increased by a factor of 10 or more
without causing the hearing aid to whistle. Relevance to
Veteran Population. Many veterans using powerful hear-
ing aids, or with earmolds that allow for significant
acoustic feedback, are not receiving the amplification
they require because of whistling and related problems.
Hearing aids incorporating advanced signal-processing
techniques for feedback reduction will alleviate this
problem considerably.

Behavioral Assessment of Adaptive Feedback
Equalization in a Digital Hearing Aid French-St.
George, et al. (p. 17)

Purpose of the Work. In the companion paper by
Engebretson, et al. in this issue ( see p. 8), a method for
acoustic feedback reduction was developed using digital
signal processing techniques. The purpose of this study
was to evaluate the technique with hearing-impaired
subjects. Subjects. Nine hearing-impaired subjects (5 male
and 4 female) having an average age of 63.4 years (range
39 to 76 years) participated in the study. Procedures. A
wearable master digital hearing aid was used. The
instrument was programmed to simulate the subject’s
own hearing aid both with and without acoustic feedback
reduction. The subjects used the hearing aid for a range
of conditions including speech at a low signal level both
in quiet and in noise. Results. Hearing aid users are often
limited by acoustic feedback when listening to speech in
quiet at a low signal level. The feedback reduction
technique allowed for significantly more gain to be used
under these conditions without unstable acoustic feed-
back. The use of increased gain resulted in improved
speech intelligibility. Relevance to Veteran Population.
Many veterans who use hearing aids are not getting the
gain they require because higher gain settings lead to
unstable acoustic feedback (whistling). The signal pro-
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cessing technique evaluated in this study would reduce
this problem significantly.

Inteligibility of Frequency-Lowered Speech Produced by
a Channel Vocoder Posen, et al. (p. 26)

Purpose of the Work. Frequency lowering is a form of
signal processing designed to match the speech signal to
the residual hearing capacity of a listener with a high-
frequency hearing loss. The purpose of this study was to
investigate new forms of frequency lowering for persons
with no high-frequency hearing. Subjects. Two normal-
hearing subjects participated. The test stimuli were
processed to simulate a hearing loss in which no high-
frequency speech cues are available. Procedures. The
speech signal was subdivided into eight contiguous fre-
quency bands covering the range from 1,000 Hz to 5,000
Hz. The variations in signal level in each band were
reproduced on one of eight low frequency bands of noise.
The eight low frequency noise bands covered the fre-
quency range from 400 to 800 Hz, and had the same
variations (modulations) in signal level as the eight high
frequency speech bands. Speech recognition ability was
then measured when only those frequencies of the speech
below 800 Hz were present, and when the modulated
noise bands were added to the low-frequency speech
signal. In a modified version of the system, the noise
bands were omitted for speech sounds with substantial
energy in the low frequencies. Results. The addition of
the m:ndulated low-frequency bands of noise improved
the recognition of speech sounds having significant
information in the high-frequencies, but degraded the
perception of speech sounds with mostly low-frequency
energy. The modified system maintained the advantage
for the high-frequency speech sounds without degrading
the perception of the low-frequency speech sounds.
Relevance to Veteran Population. The results of this
research will facilitate the development of special-purpose
signal processing hearing aids that will improve speech
intelligibility for veterans with severe high-frequency
hearing loss.

Toward a Theory of Optimal Hearing Aid Processing
James M. Kates (p. 39)

Purpose of the Work. In most cases, a hearing loss is
the result of damage to the inner ear. An ideal hearing aid
for such losses would restore the functioning of the
impaired ear to match that of a normal ear. As a first
step towards developing such a hearing aid, a computer
program was used to simulate the behavior of normal and
hearing-impaired ears. The purpose of this study was to
develop a theoretical model of the impaired auditory

system in order to design hearing aids that would work
more effectively with the various forms of hearing
impairment. Procedures. A simplified theoretical model
of the ear for a specific hearing impairment was devel-
oped in order to enable the development of a practical
amplification system. The hearing-aid processing was
designed to minimize the differences between normal and
impaired ears to the extent possible. Processing examples
consisting of several individual speech sounds presented
for a flat hearing loss. Results. The results indicated that
a 3-channel compression system, having frequency bands
that change in response to the frequency content of the
signal, and gains that are controlled by the peak signal
level within each frequency region, will be close to the
optimal solution. Relevance to Veteran Population. Hear-
ing aids designed according to the procedures developed
in this paper will be of greater benefit to hearing-impaired
veterans.

Spectral Contrast Enhancement of Speech in Noise for
Listeners with Sensorineural Hearing Impairment:
Effects on Intelligibility, Quality and Response Times
Baer, et al. {p. 49)

Purpose of the Work. Hearing aid users typically have
great difficulty understanding speech when background
noise is present. The purpose of this study was to evaluate
a new method of processing speech signals in noise to
improve both intelligibility and sound quality. Subjects.
Five to eleven subjects participated in a series of four
experiments. All subjects had a sensory (cochlear) hearing
loss. Procedures. Major peaks in the frequency spectrum
of the speech signal were enhanced. Large amounts of
enhancement were found to reduce intelligibility, whereas
moderate amounts of enhancement produced no signifi-
cant change in intelligibility. Subjective judgments of
intelligibility and sound quality showed a preference for
moderate amounts of enhancement. Combining moderate
amounts of enhancement with a reduction in the range of
intensity variation in the speech signal produced a
significant improvement in the intelligibility of speech-in-
noise after some practice with the processed signals. The
method of processing was also evaluated using response
time measurements. This method of measurement was
found 1o be a more sensitive indicator of relative
improvement. Results. Both the intelligibility and sound
quality of speech-in-noise can be improved by enhancing
peaks in the frequency spectrum combined with a
reduction in the range of intensity variations of the
speech signal. Relevance to Veteran Population. Signal
processing of the type described in this paper could be
incorporated in the future development of advanced
signal processing hearing aids. These hearir.g aids would
provide improved intelligibility ard overall sound quality
for Irearing-impaired veterans.
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Development and Assessment of Two Fixed-Array
Microphones for Use with Hearing Aids Bilsen, et al.
fp. 73)

Purpose of the Work. Hearing-impaired listeners often
have great difficulty in situations involving several com-
peting sources of sound, such as at a party. Speech
understanding under these conditions can be improved
using a microphone that focuses on the speech signal
coming from a given direction. This paper investigated
the use of an array of microphones to provide the
directionality needed to improve the intelligibility of a
desired speaker against a background of other competing
sound sources. Subjects. Thirty normal-hearing and 45
hearing-impaired subjects participated. Procedures. A
microphone array was developed which could be mounted
on the frame and legs of a pair of spectacles. Computer
simulations showed that this arrangement could provide
an improvement of 10 dB in speech-to-noise ratio at the
higher frequencies. Laboratory measurements on an
artificial head showed improvements of about 7dB.
Clinical measurements on both normal-hearing and hear-
ing-impaired listeners showed improvements in speech
reception threshold equivalent to a 7 dB reduction in
background noise. Results. Microphone arrays that can
be mounted on a pair of spectacles can provide significant
improvements in speech-to-noise ratio with corresponding
improvements in speech intelligibility when the speech
and noise come from different directions. Relevance to
Veteran Population. Veterans who wear hearing aids and
who have difficulty understanding speech when several
other sources of sound are present would benefit from the
use of microphone arrays of the type described in this

paper.

Real-Time Multiband Dynamic Compression and Noise
Reduction for Binaural Hearing Aids Kollmeier, et al.

(p. 82)

Purpose of the Work. Binaural hearing aids have many
potential advantages (over conventional monaural hearing
aids) which have yet to be investigated. The purpose of
this study was to develop and evaluate an advanced
binaural signal-processing system in which a binaural
noise reduction technique is combined with a technique
for matching variations in signal level and the resulting
changes in loudness to the auditory characteristics of the
impaired ear. Subjects. Six adults with sensorineural
impairments (i.e., impairments of the sense organ and/or
its neural connections in the cochlea) were tested.
Procedures. The signals reaching each ear were subdi-
vided into 24 frequency bands corresponding to the
critical bands of the ear. The range of variation in signal
level in each band was matched to the available range of
hearing in the impaired ear. In addition, an adjustment
for the changes in loudness resulting from the impairment

Summary of Scientific/Technical Papers in this Issue

was implemented. The binaural noise reduction system
amplified sounds coming from the front, and suppressed
sounds, including reverberation, coming from other
directions. Results. Several versions of the processing
technique were tested and, if the method of processing
was optimized for each subject, improvements in both
intelligibility and sound quality were obtained. The
binaural noise reduction system was found to work
effectively for most subjects for a certain range of
signal-to-noise ratios. Relevance to Veteran Population.
Binaural signal processing techniques offer a means for
improving both the quality and intelligibility of speech-in-
noise for the large number of veterans who use hearing
aids.

Digital Signal Processing (DSP) Applications for
Multiband Loudness Correction Digital Hearing Aids
and Cochlear Implants Dillier, et al. (p. 95)

Purpose of the Work. Recent advances in the develop-
ment of electronic chips for digital signal processing allow
for the flexible implementation of a large variety of
speech processing techniques that could be of value in
wearable devices such as hearing aids and cochlear
implants. This paper evaluates several practical speech
processing techniques of this type that could be imple-
mented on a single chip. Subjects. Nine normal-hearing
and six hearing-impaired subjects participated in an
experiment on noise reduction, 13 users of conventional
hearing aids evaluated a new method of loudness correc-
tion for speech in quiet and in noise, and five cochlear
implant users evaluated new methods of coding speech
signals for cochlear implants. Procedures. Noise reduc-
tion was achieved using two microphones feeding a signal
processor which adaptively adjusted the inputs to improve
the speech-to-noise ratio. The signal processor for loud-
ness correction adjusted the sound level in three adjoining
frequency regions to approximate normal loudness per-
ception for hearing-aid users. The speech processor for
cochlear implant users recoded the speech signal into
sequences of pulses that were delivered to different
regions of the cochlea by means of the implant. Unlike
earlier methods of speech coding for cochlear implants,
several pulse sequences were interleaved to stimulate
several regions of the cochlea sequentially rather than
simultaneously. Results. The two-microphone noise re-
duction technique was found to improve speech intelligi-
bility in noise subject to certain design constraints which
need to be incorporated into any practical system. The
signal processor for loudness correction resulted in
improved intelligibility for those subjects with poor
speech discrimination using their own hearing aids. The
new method of coding for cochlear implants was found to
improve the discrimination of various consonants in
speech, as well as providing useful information on the
pitch of the voice. Relevance to Veteran Population.
Improved methods of signal processing of the type
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evaluated in this paper could be incorporated in wearable
units, such as hearing aids or cochlear implants, for use
by either hard-of-hearing or deaf veterans, respectively.

Design and Evaluation of a Continuous Interleaved
Sampling (CIS) Processing Strategy for Multichannel
Cochlear Implants Wilson, et al. (p. 110)

Purpose of the Work. The coding of speech informa-
tion for cochlear implants can take different forms,
including the use of analog or pulsatile stimulation. In
analog coding, the speech waveform is delivered directly
to the electrodes of the cochlear implant. In pulsatile
coding, the speech signal is represented by trains of pulses
which are delivered to the electrodes. The purpose of this
study was to investigate an improved version of the
pulsatile method of stimulating a cochlear implant. An
Ineraid cochlear implant was used in these studies. This
device allowed for multichannel stimulation (i.e., several
different frequency regions in the cochlea could be
stimulated with different electrodes). Subjects. Nine deaf
subjects who had been fitted with an Ineraid cochlear
prosthesis participated in the study. Seven of the subjects
were selected for their high levels of speech recognition
with the Ineraid cochlear implant. Two were selected for
their relatively poor performance. Procedures. An im-
proved method of digital stimulation was developed in
which the pulse trains to different frequency channels
were interleaved to avoid the inter-channel interference
that occurs with simultaneous stimulation of two or more
frequency regions in the cochlea, as occurs with the
analog method. Standard speech recognition tests were
performed for both the analog and pulsatile methods of
stimulation. Results. The new pulsatile method of stimu-
lation resulted in significant improvements in speech
recognition relative to the traditional analog method of
stimulation. Whereas all of the subjects showed some
improvement in speech recognition, the two low perform-
ing subjects showed by far the largest improvements on a
relative (ratio) scale. Relevance to Veteran Population.
The new pulsatile method of stimulation may provide
substantial improvements in speech recognition for those
veterans who have been fitted with a multi-channel
cochlear implant.

Effects of Noise and Noise Reduction Processing on the
Operation of the Nucleus-22 Cochlear Implant Processor
Mark R. Weiss (p. 117)

Purpose of the Work. The Nucleus-22 implant system
transmits electrical impulses to an array of electrodes that
have been implanted in a damaged cochlea. These
unpulses encode characteristics of the sounds that are
received by the implant system microphone and measured

by the system’s signal processor. When the characteristics
accurately represent information bearing speech cues, the
ability of the user of an implant to understand speech can
be increased. However, when speech is accompanied by
noise, the accuracy of the extracted information will be
degraded and speech perception will decrease. The pur-
pose of this study was to develop a method of noise
reduction for cochlear implants. Procedures. Measure-
ment errors for signals with and without noise reduction
provided by the experimental method of processing were
compared. The data were then analyzed to determine the
reliability of the observed reduction in measurement
errors. Results. The data showed a significant improve-
ment in the accuracy with which essential speech parame-
ters could be measured. As a consequence, cochlear
implants of this type (using this mode of processing),
function more effectively in noisy environments. Rele-
vance to the Veteran Population. Veterans who have been
fitted with this type of cochlear implant, if modified to
include this type of noise reduction processor, would be
better able to understand speech in a noisy environment.

Measurements of Acoustic Impedance at the Input to the
Occluded Ear Canal Larson, et al. (p. 129)

Purpose of the Work. Measurement of the acoustic
impedance of the ear has several useful clinical applica-
tions. Test instruments currently used for the clinical
measurement of acoustic impedance are limited to only
one or two frequencies over a narrow frequency range.
This paper reports on the development and evaluation of
a new technique for measuring acoustic impedance for
many frequency components over a wide frequency
range. Subjects. Thirty-five normal-hearing subjects at
two locations were tested. Ages ranged from 25 years to
35 years. Procedures. Estimates of the length and
diameter of the ear canal were obtained on each subject.
Acoustic impedance measurements using the new instru-
ment were then obtained for a prescribed position in the
ear canal and also for two standardized acoustic cavities
used for calibration. The acoustic impedance of the
eardrum was then derived from these measurements and
the estimated dimensions of the ear canal. Computer-
based techniques were used to automate the method of
measurement and subsequent calculations. Results. The
measurement technique was found to be both precise and
practical using the computerized system. The measure-
ments obtained in the study provided normative data on
the acoustic impedance of the ear for multiple frequencies
over a wide frequency range. These normative data cover
both the expected impedance values and possible range of
variation for normal ears. Pelevance to Veteran Popula-
tion. The measurement techniques developed and evalu-
ated in this study will result in more effective clinical
procedures for diagnosing hearing impairments in veterans
and more effective methods of prescribing hearing aids.
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Abstract—Technological limitations have restricted the
capability of older generation in-the-ear (ITE) hearing
aids to closely match prescribed real ear gain/frequens
responses. Newer technology, widely available in cur-
rently marketed ITE hearing aids, has considerably
improved this capability. Data for 60 ears are presented
comparing the real ear insertion gain (REIG) actually
achieved to the target REIG, using ITE hearing aids
having: 1) older generation narrow-band receivers, and
amplifiers with single-pole-filter low frequency tone con-
trol and a class A amplifier output stage (n = 30), and 2)
newer generation amplifiers with a two- or four-pole-filter
low frequency tone control, and wide band receivers,
containing a class D amplifier output stage (n = 30).
With the newer technology ITE hearing aids, the means
and ranges of deviation from target gain were reduced.
Capability for achieving prescription REIG with ITE
hearing aids can be further improved with multichannel
amplifiers. Examples of the latter are shown for several
difficult-to-fit audiograms.
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INTRODUCTION

Over the past 15 years, numerous prescription
formulas for hearing aid fitting have been proposed,
each specifying a desired gain/frequency response
based on the audiologic test results of a given
hearing-impaired patient (1,2). The majority of
these formulas use audiometric thresholds and/or
suprathreshold loudness judgments in their calcula-
tions, with the most common goal that of maximiz-
ing audibility of the speech spectrum or of amplify-
ing the speech spectrum to ‘““most comfortable’
listening level. Given the current wide availability
and use of probe microphone measurement systems,
prescriptive fitting of the real ear insertion response
(REIR) appears to have largely replaced the tradi-
tional, comparative speech approach (3), at least for
initial selection of amplification parameters.

Unfortunately, a problem has arisen in the
practical application of prescriptive approaches to
hearing aid fitting. In-the-ear (ITE) hearing aids,
which make up the largest percentage of hearing
aids sold today (4), have been reported to be too
inflexible to adequately match prescribed gain/
frequency responses (5,6). The primary reason for
these negative findings to date has been limitations
in past hearing aid technology. Recent advances in
technology, however, may make closer approxima-
tion to prescribed gain/frequency responses possible.
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Past Limitations and New Advances in Technology

Two major limitations in hearing aid technol-
ogy have been additive in causing the limited
capability of many older technology single-channel
ITE hearing aids to provide a good match to
prescribed frequency response:

1.  Older-vintage hearing aid receivers had a pri-
mary frequency response peak in the 1600 to
2200 Hz frequency range and inadequate high
Sfrequency sensitivity. The use of these receivers
frequently resulted in two problems. First, a
large dip was often seen in the REIR in the
frequency range of the peak in the real ear
unaided frequency response (REUR), usually at
about 2800 Hz. Second, there was inadequate
high frequency REIR above about 3000 Hz.

2. Tone controls available had a limited range of
variability. Until recently, most ITE hearing
aids had low frequency tone controls comprised
of a single-pole highpass filter, primarily be-
cause of physical space limitations preventing
the packaging of additional capacitors required
for more filter poles. These low frequency tone
controls were quite limited in their ability to
vary the frequency response, having a slope of
only 6 dB per octave. For example, it was
possible to reduce gain at 500 Hz by only about
10 dB without changing the high frequency
gain significantly.

Because of these limitations, a variety of meth-
ods were used in the attempt to fine-tune the
frequency response of these ITE hearing aids to
better match the prescription target. One technique
used was to overfit the overall gain of the hearing
aid in order to achieve the required high frequency
gain and then to rely on varying the low frequency
tone control to match the prescribed gain values at
low and mid frequencies. However, since the low
frequency tone controls had such a limited range,
the resulting frequency response often still exceeded
target gain in the low and mid frequencies. The
desired high frequency insertion gain target was
seldom achieved anyway, even with the highest
possible overall gain provided. This was especially
true for patients with steeply sloping audiograms
and for those with hearing loss confined to the high
frequencies.

Limited improvement was sometimes obtained
with electronic shifting of the peak in the frequency

response of the receiver to a higher frequency. This
was accomplished by placing an appropriate-value
capacitor across the receiver and/or by using a
constant voltage rather than a constant-current
amplifier output stage. Some hearing aid designers
also turned to mechanical/acoustical techniques to
increase high frequency gain relative to low and mid
frequency gain. These included using a low-cut
response microphone and a stepped bore earmold in
conjunction with damping in the hearing aid receiver
tubing (7). The stepped or flared earmold bore
produces a miniature megaphone in order to match
the high acoustic source impedance ot the receiver to
the low acoustic impedance of the ear canal at the
high frequencies. When combined with the newer,
wider-band receivers, this approach also achieved
some improvement in frequency response fitting.

More recent ITE hearing aids that are on the
market employ ‘‘active’’ tone controls, consisting of
two- or even four-pole filters, having slopes of 12
dB/octave and 24 dB/octave, respectively. These
higher-order filters provide much greater flexibility
in varying the frequency response. It is now not
uncommon to have low frequency tone controls with
a 40 dB range at 500 Hz.

In the past, most ITE hearing aids utilized a
class A power output stage in the amplifier. Al-
though not directly related to the number of filter
poles, hearing aids with a class A output stage are
often associated with a narrow-band receiver re-
sponse and limited tone control flexibility. Many
ITE hearing aids currently being produced employ
either a class D or class B output stage in the
amplifier and a receiver with a wide-band frequency
response. These newer hearing aids typically have a
primary frequency response peak at about 3000 Hz
and provide adequate gain in the high frequencies.
Thus, many ITE hearing aids with good insertion
frequency responses are associated with amplifiers
that have class D and class B output stages.

METHOD

Comparison of Older Versus Newer Technelogy
Hearing Aids

In order to illustrate the degree of improvement
seen in frequency shaping flexibility with older
versus newer single-channel technology, data are
presented here for 30 ears fit with older-technology
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ITE hearing aids that used linear, class A amplifiers
and relatively narrowband receivers, and 30 ears fit
with newer-technology class D amplifiers with wider
band receivers. The hearing aids with class A
amplifiers (standard linear, from Argosy Electron-
ics, Inc., Minneapolis, MN) used single-pole filters
for the low-frequency tone control. Five of the class
D amplifiers had low-frequency tone controls com-
prised of two-pole filters (Argosy Linear Plus®) and
the remaining 25 were comprised of four-pole filters
(Argosy Manhattan II®). Due to the small sample
size for the two-pole class D amplifier, the data are
presented as a group. Examination of individual
data, however, revealed no apparent difference in
results across the two class D devices.

These data were obtained retrospectively from
patient files of veterans who received hearing aids at
the Department of Veterans Affairs Medical Center
in Nashville, TN, and represent, therefore, typical
clinical accuracy in routine hearing aid fittings. The
data shown for the older technology ITEs were
collected in late 1989, and the data shown for the
newer technology ITEs were collected in late 1991 by
the same two audiologists. Shown in Table 1 are the
mean audiograms, and standard deviations, for the
ears fit with newer versus older technology hearing
aids. Audiometric configurations within each group
ranged from mildly to severely sloping.

The following protocol was used for all fittings.
For each ear, desired gain/frequency response was
calculated using the NAL-R—revised National
Acoustics Laboratories formula (8) and a custom
ITE was ordered.! With an order, the manufacturer

' It is notable that current prescriptive formula approaches were not
specifically developed for use with adaptive-frequency-response (AFR)
hearing aids such as the Argosy Manhattan Il or K-Amp® (Etymotic
Research, Inc., Elk Grove Village, IL). In fact, the prescribed frequency
response is an attempt to provide the best compromise when a single,
fixed frequency response must be used across multiple listening
environments. Unfortunately, however, there is no established approach
for the setting of electroacoustic parameters in AFR hearing aids. For
our purposes, we chose to set the gain/frequency response of the AFR
hearing aids to match prescribed values with a moderate speech-level
input (70 dB SPL), on the assumption that adaptive processing will
occur at higher and lower input levels.

An argument can also be made for specifying different frequency
responses for AFR hearing aids than those prescribed with current
formulas. Take, for example, an AFR hearing aid that functions in a
manner similar to the Argosy Manhattan II; that is, low frequency gain
is reduced as input level increases. The assumptions underlying this
approach are that high-level, low frequency energy is more likely to be
noise than speech, and that if excessive upward spread of masking
occurs in a hearing-impaired ear, it will be reduced. It can be argued
that more gain should be supplied in the low frequencies for this type of
processor than is currently prescribed, particularly when fitting patients

Section |. Digital Techniques in Acoustic Amplification: Sammeth et al.

Table 1.
Means and standard deviations of audiological
thresholds for each group of ears.

Frequency (Hz)

250 500 1000 2000 3000 4000 6000
Older X 29 29 31 49 63 73 74
technology (sd) (14) (15) (16) (20) (19) (16) (17)
Newer X 30 33 39 53 63 71 73
technology (sd) (13) (14) (14 (13) 19 19 @)
X = mean

sd = standard deviation

was given only the earmold impression and the
prescribed full-on 2 cc coupler gain values.
Audiograms were not supplied. To provide maxi-
mum flexibility in fitting to prescribed values, each
hearing aid was ordered with a tone control and
variable venting inserts. in addition, most of the
Manhattan II hearing aids had a bandpass trimpot.
When a hearing aid arrived from the manufacturer,
electroacoustic evaluation was accomplished first to
ensure proper functioning (ANSI S3.22 - 1987;, then
the hearing aid was fit to the patient’s ear using
probe-microphone measurement of real ear insertion
gain (REIG) with a Fonix model 6500 instrument. A
broadband composite signal was presented at 70 dB
SPL from a loudspeaker positioned 1 meter from
the subject at a 45° azimuth. Trimpots and/or
venting were adjusted as necessary to achieve the
closest possible match to NAL-R prescribed real ear
insertion gain (REIG) values at each frequency. For
the data presented here, the REIG values obtained
were compared to the insertion gain values that had
been prescribed, in order to determine the degree of
deviation from target.

RESULTS

The means of the 30 prescribed REIGs at each
frequency (filled circles), and the means of the 30

with normal or near-normal thresholds in the lower frequencies. The
rationale is that low frequency gain will be sufficiently reduced in
high-level noise environments by the adaptive function to provide the
above benefits, but that the greater low frequency gain supplied in
low-level, quiet environments will actually enhance perceptual sound
quality (10). It is clear that further research into the development of
appropriate fitting techniques for AFR hearing aids is needed. At
present, however, we would encourage the use of broadband stimuli
presented at multiple input levels to more fully characterize the
functioning of these devices (11). In addition, evaluation of speech
recognition in quiet and in noise is important, and adequate follow-up is
a crucial factor in assuring user success.
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REIGs actually obtained for each fitting (open
circles), are shown in Figure 1a for the older-vintage
hearing aids, and in Figure 2a for the newer
technology hearing aids. Data at 250 Hz were
eliminated from the figures due to noise problems in
the real ear measurements at this frequency. Shown
in Figure 1b and Figure 2b, for the older and newer
technology ITEs, respectively, are the means and
standard deviations of individual deviations from
target; that is, the differences between prescribed
insertion gain and the insertion gain actually ob-
tained with each hearing aid. A positive value
indicates that the gain obtained was greater than
that prescribed and a negative value indicates that
the gain obtained was less than that prescribed.
Linear regression lines and values are also shown in
Figure 1b and Figure 2b.

Note that the older technology hearing aids
(Figure 1) tended to provide too much gain through
the mid frequencies and too little gain in the high
frequencies relative to prescribed values, as reflected
both in the mean data and in the downward slope of
the regression line in Figure 1b. In fact, adequate
gain was achieved at 4000 Hz in only two of the 30
ears, and too much gain resulted at 1500 Hz in 24 of
the fittings.

In contrast, the newer technology hearing aids
(Figure 2) provided, on average, closer approxima-
tions to prescribed REIG across the frequency
range. In particular, the flatter regression line, and
better fit to the mean data, indicates an improve-
ment in the ability to achieve sufficient gain at 4000
Hz without excessive mid-frequency gain. Smaller
standard deviations indicate the reduced spread in
the data for newer technology hearing aids.

Another way to measure the central tendency of
the data is to examine the number of fittings that
fall within an acceptable degree of error from target
REIG. We generally consider plus or minus 5§ dB
from target to be acceptahle. Table 2 lists, for older
versus newer technology hearing aids, the percentage
of fittings at each frequency in which the REIG
actually fit was within +5 dB of the prescribed
REIG. Across mid and high frequencies, a substan-
tially higher percentage of fittings fell within these
guidelines for the newer technology ITEs than for
the older technology ITEs, again indicating a large
improvement in frequency response shaping capa-
bility.
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Figure 1a.

Closed circles represent the mean prescribed . ..ertion gain/
frequency response, a:d open circles represent the mean REIG
actually achieved, for the 30 older technology ITEs.
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Closed circles represent the mean prescribed insertion gain/
frequency response and open circles represent the mean REIG
actually achieved, for the 30 newer technology ITEs.

Multi-Channel Amplifiers

Historically, most hearing aid amplifiers have
been single-channel devices. In order to compensate
for the insertion gain dip at 3000 Hz, some
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The means and standard deviations of individual deviations
from target for each of the 30 older technology ITEs (i.e., the
differences between prescribed insertion gain and the insertion
gain actually obtained). A positive value indicates that the gain
obtained was greater than that prescribed and a negative value
indicates that the gain obtained was less than that prescribed.
The linear regression line is also shown,
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Figure 2b.

The means and standard deviations of individual deviations
from target for each of the 30 newer technology ITEs. A
positive value indicates that the gain obtained was greater than
that prescribed and a negative value indicates that the gain
obtained was less than that prescribed. The linear regression line
is also shown.
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Table 2.
Percentage of ears in each group with deviation from
target REIG of plus or minus S dB or less.

Frequency (Hz)
S00 750 1000 1500 2000 3000 4000

Older
technology 67 67 57 70 67 S3 40

Newer
teciinology 67 80 77 93 73 83 80

manufacturei> have successfully employed a second
channel of amplification via an additional bandpass
filter to add gain in the 3000 Hz frequency range.
An example of this approach is shown in Figure 3a.
The effect of the second channel on the HA-1 2 cc
coupler frequency response is shown in Figure 3b.
The effect on frequency response measurements in a
real ear, obtained with an Acoustimed HA-2000, is
shown in Figure 3c. A significant increase in mid
and high frequency REIG is seen with counterclock-
wise rotation of the bandpass potentiometer in this
ITE hearing aid.

One of the most recent technological advances
in hearing aids has been incorporation of a graphic
or parametric equalizer within the hearing aid
»mplifier. Multichannel amplifiers give much finer
resolution in frequency response shaping than do
single-channe! amplifiers. With a graphic equalizer,
gain is controliable in each frequency band. With a
parametric equalizer, gain is controllable in each
frequency band, but, in addition, the crossover
frequencies of the bands can be shifted.

The ability to precisely match a prescribed
gain/frequency response with multichannel devices
greatly exceeds that of older single-channel devices.
Three individual examples of matches between mea-
sured and NAL-R prescribed REIG with a 3-channel
parametric equalizer ITE hearing aid (Argosy 3-
Channel-Clock®) are s.:own in Figure 4. Figure 4a
iilustrates a match obtained for a severely sloping
audiogram with normal hearing through 2000 Hz.
This audiometric configuration is particularly diffi-
cult to fit with single-channel hearing aids because
the actual insertion gain achieved will often be less
than the target gain prescribed in the high frequen-
cies, and greater than that prescribed in the mid
frequencies. Figure 4b illustrates the match obtained
for an audiogram with a rising configuration.
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Figure 3.

Figure 3a illustrates an example (Argosy Manhattan II) of the
use of an additional amplifier channel with bandpass filter,
added to a single-channel amplifier to obtain an increase in gain
in the mid to high frequency region. The effect on 2 cc coupler
gain of adding the second channel is shown in Figure 3b, and
with probe microphone measurement of REIG in Figure 3c.

Finally, Figure 4c illustrates a ‘‘reverse cookie-bite”’
configuration; that is, a region of normal hearing in
the mid frequencies with hearing loss confined to
higher and lower frequencies. For this latter
audiogram, it is typically impossible to achieve a
reasonable approximation to prescribed gain using
single-channel ITE technology, and possible, but
difficult, with acoustic earmold or earhook modifi-
cations in behind-the-ear hearing aids. Note the
accuracy with which the gain/frequency response

matched the prescribed REIG for all thice cases with
the 3-channel parametric equalizer ITE hearing aid.

DISCUSSION

The data shown indicate substantial improve-
ment in the capability of newer technology ITE
hearing aids to achieve good approximations to
prescribed gain/frequency responses. With two- or
four-pole filters for low frequency tone controls,
and wide-band receivers with class D amplifier
output stages, adequate high frequency gain can be
achieved without overamplification of the mid fre-
quencies. Although the hearing aids used in this
study were from Argosy Electronics, these techno-
logical innovations are also available from other
manufacturers and we would expect to see compara-
ble results. The flexibility of the three-band ITE
hearing aid with parametric equalization is sufficient
to supply an accurate match even with mor: unusual
audiograms that have previously been quite difficult
to fit.

This improved flexibility also provides greater
opportunity for successful revision of a patient’s
gain/frequency response, if this is considered desir-
able after the initial fitting to prescribed values.
Because prescriptive formulas are based on mean
data for several parameters, the optimal frequency
response for an individual patient may in fact differ
from the prescribed target. A number of researchers
have argued that a prescribed gain/frequency re-
sponse should be considered only as a ‘‘ballpark”
starting point in the fitting process, followed by
adjustment based on evaluation of speech under-
standing ability and/or perceptual sound quality,
and with follow-up regarding patient satisfaction
(8,9). Modifications to the prescribed frequency
response for a patient whose speech recognition
performance is poorer than expected would typically
be in the direction of increased high frequency gain
relative to low frequency gain. The data presented
here suggest that such modification will be achieved
more easily with newer technology than it has been
in the past.
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Editor’s Note:

characteristic of the hearing aid feedback path.

subjects with hearing impairment.

This is the first of two related papers in this issue on the subject of adaptive feedback equalization in
digital hearing aids. This article describes an adaptive algorithm that estimates and tracks the

The second article, ‘‘Behavioral Assessment of Adaptive Feedback Equalization in a Digital Hearing
Aid,”’ by Marilyn French-St. George, et al., describes the results of behavioral testing of the algorithm in

Abstract—This paper describes a new approach to feed-
back equalization for hearing aids. The method involves
the use of an adaptive algorithm that estimates and tracks
the characteristic of the hearing aid feedback path. The
algorithm is described and the results of simulation
studies and bench testing are presented.

Key words: acoustic feedback, adaptive feedback equal-
ization, feedback instability, new adaptive equalization
algorithm.

INTRODUCTION

Feedback instability is a problem with hearing
aids that often results in performance degradation
and reduced benefit for the listener with hearing
impairment. Feedback instability reduces battery
life. It limits the gain that can be prescribed.

Address all correspondence and requests for reprints to: A. Maynard
Engebretson, DSc, Central Institute for the Deaf, Research Department,
909 South Taylor Street, St. Louis, MO 63110.

Furthermore, it is often a source of embarrassment
for the wearer when the hearing aid breaks into a
loud oscillation at inappropriate times. The problem
is most serious with high-power hearing aids that
develop high gains and with in-the-ear packages
where acoustical and mechanical isolation between
receiver and microphone is limited.

The theory of feedback instability is well
understood (1). The basic concept of feedback is
illustrated in Figure 1a. If the feedback signal, Z(f),
is out of phase with the input, X(f), negative
feedback results that is often used in the design of
systems to stabilize them and make the systems less
sensitive to component variation. If the feedback
signal is in phase and greater in amplitude than the
original input signal [the loop gain, G(f)*A(f), is
greater than 1], the system becomes regenerative and
unstable. In the case of acoustic feedback, the phase
of the feedback signal is a function of frequency.
Therefore, the feedback signal will be in phase and
out of phase at several frequencies within the
bandwidth of the system, and if the loop gain is
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Figure 1.

Fundamental models of feedback and feedback equalization. q.
Basic hearing aid system with feedback. G(f) represents the
desired hearing aid characteristic. A(f) represents the undesir-
able feedback path that can cause instability. 5. Equalization
filter E(f) added to cancel A(f). ¢. Equalization filter adapts so
that the error signal, Z(f) is minimized in the least-mean-square
sense.

greater than 1 at these frequencies, the acoustic
system will oscillate. Acoustic systems can oscillate
at multiple frequencies, depending on the phase and
amplitude relations of the loop gain with respect to
frequency.

It is also possible for a feedback system to
perform poorly but yet be stable in the sense of the
above discussion. This can occur if the loop gain is

in phase but at a gain that is slightly less than 1. In
this case, the system will be stable but under-
damped and will exhibit aberrant resonant peaks
that are undesirable. Since many people who wear
hearing aids adjust the volume control to just below
the point where the hearing aid oscillates, it is likely
that many are experiencing a highly resonant, under-
damped characteristic.

The problem of hearing aid instability is diffi-
cult to solve. First of all, practical considerations are
such that the acoustic output and input of the
hearing aid cannot be well isolated. People often
prefer small, in-the-ear hearing aids for reasons of
aesthetics and convenience. Others prefer behind-
the-ear hearing aids with earmolds that are vented or
open to provide greater comfort. Tight-fitting,
unvented earmolds are uncomfortable, collect mois-
ture, and exhibit the occlusion effect wherein the
wearer hears his/her own voice. With open
earmolds, the magnitude of the feedback path is
often close to unity and the phase varies on the
order of 180 degrees per 1,000 Hz. Therefore, we
are forced to deal with basically an unstable system
when we try to achieve acoustic gains of 20 to 40 dB
over a bandwidth of 8 kHz or more.

Egolf (2) has reviewed the acoustic feedback
literature and describes a number of potential
methods for stabilizing hearing aids and detecting
instability. These methods include use of tunable
notch filters, frequency shifting, phase shifting, and
frequency modulation for stabilization and correla-
tion and phase-lock-loop methods for detecting
oscillation. Each of these methods seems to have a
number of deficiencies as applied to hearing aids.
The notch filter approach requires that the offend-
ing frequency of instability is known. However, if
the frequency is known, improvements in gain of
7-17 dB can be achieved. The other three methods
provide only modest improvement in gain margin (6
dB) and introduce perceptible distortion. A different
approach that is more attractive is active equaliza-
tion, which is shown in Figure 1b. The idea here is
to simulate the feedback path of the hearing aid
with an electronic filter, E(f), that is connected in
parallel with the feedback path, A(f), to cancel the
signal that feeds back at the input to the hearing aid,
Z(f). This approach works well for time-invariant
systems. Egolf reported that, with considerable
fine-tuning, gain margins of 15 to 20 dB were
achieved in the laboratory. However, since the
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feedback path of the hearing aid is constantly
changing, in order to get good cancellation the
equalization filter must adapt to accommodate those
changes, as shown in Figure lc.

Studies of adaptive equalization filters with
wearable hearing aid systems have been reported by
Dyrlund and Bisgaard (3) and Engebretson et al.
(4,5,6). Both groups of investigators have obtained
similar results, that stable gain margins of hearing
aids can be improved by 10 to 15 dB with adaptive
equalization. Not only does adaptive equalization
suppress oscillation, but it equalizes the under-
damped, non-oscillatory feedback condition that
often occurs at high gains and tends to degrade
hearing aid performance.

The purpose of this paper is to describe the
performance and limitations of one such adaptive
equalization algorithm that has been implemented in
digital form and that is the basis for the behavioral
study reported in another paper in this issue (7). The
algorithm is incorporated into a wearable version of
the CID digital hearing aid (8) and differs in a
number of ways from other implementations. First,
the digital hearing aid uses logarithmic arithmetic to
simplify the very large scale integrated (VLSI)
circuitry. Second, the coefficients of the adaptive
filter are implemented as up-down counters, which
reduces the complexity of the VLSI circuitry further.
The goal here is to achieve a circuit design of modest
complexity that is practical to implement in the form
of a small semiconductor chip that is compatible
with the constraints of an ear-level hearing aid
package without compromising the functionality of
the digital hearing aid. Therefore, considerable
attention has been given to developing an adaptive
algorithm that is optimal with regard to perfor-
mance, power consumption, and size.

The remainder of the paper is organized as
follows. First, the feedback characteristics of a
typical hearing aid are examined. Second, the model
of feedback equalization is described. Simulation
studies of the model are presented to demonstrate
the performance of the binary, logarithmic adaptive
algorithm. Third, results of bench tests using a
KEMAR mannequin are presented. The relation
between filter length and degree of equalization is
examined. Results of tests of the system in subjects
with hearing impairment are presented in the related
article in this issue (7).

METHODS/RESULTS

Nature of Feedback Path

The feedback path of a hearing aid includes
both mechanical and acoustical coupling between
the receiver and microphone. However, the acoustic
leakage path is the primary one. This is illustrated in
the measurements of Figure 2, which were obtained
with an experimental in-the-ear module containing a
typical hearing aid receiver and microphone. The
measurements were made on a KEMAR mannequin
with a Zwislocki coupler using instrumentation
amplifiers and phase meter. The receiver was excited
with a 70 mV rms voltage drive, and the microphone
preamplifier signal was measured with phase refer-
enced to the receiver voltage. The condition shown
in the figure is for a relatively loose-fitting ear
module.

These results are typical. The feedback coupling
is poor at low and high frequencies and one or more
peaks rcpresenting resonances lie in between. The
phase is approximately linear with respect to fre-
quency and represents a propagation delay of about
one-half millisecond, which is equivalent to an
acoustic path length of 16 cm. Since the dimensions
of the ear module are much smaller than 16 cm, the
phase of the feedback characteristic is not domi-
nated by acoustic delays. Instead, phase is primarily
determined by the delay of the receiver. The
amplitude of the feedback signal changes with
tightness of fit between the ear module and ear. The

Measured Feedback Characteristic
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Figure 2.

Measured feedback characteristic of typical ear module. Typical
are the multiple, low-Q resonances and large phase angles.
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better the 1, the lower the amplitude. However,
the phase remains about the same. Objects and
surfaces in the vicinity of the ear modify the
resonant peaks in both amplitude and frequency by
creating standing waves. For example, the presence
of a hat brim near the ear can increase the amplitude
of the feedback signal and is known to cause hearing
aids to oscillate.

The results described above are consistent with
the models of Egolf et al. (9) and Kates (10).
However, they differ somewhat. Egolf et al. ana-
lyzed an eyeglass-style hearing aid but did not
incorporate a hearing aid receiver in the mathemati-
cal model or include an ear canal. They modeled the
transfer characteristic from a point near the external
opening of the vent of the earmold to the micro-
phone port located on the eyeglass frame. There-
fore, the primary delay in their model is acoustic
and the phase shifts are considerably less than what
we observed. Kates included a model of the receiver,
ear canal, and vent in his simulation. However, the
simulation exhibited a sharp, single resonance in the
transfer function of the feedback path at about 7
kHz, which is in contrast with our observations of
relatively low-Q, multiple resonances at much lower
frequencies. The reason for pointing out these
differences is that they have an impact on the choice
of parameters of the equalization mode. For exam-
ple, the low-Q resonances observed in our hearing
aid system require a shorter equalization filter than
the high-Q resonance of the Kates model to achieve
the same degree of cancellation. We have observed,
however, that greater delays will require longer
filters.

Feedback Equalization Model

It appears that the feedback sath, whether it be
a leak around the earmold, through a vent, or both,
can be modeled as a filter. This is shown in Figure
3 where the external feedback path, which s a
composite of all sources of feedback, is represenied
by H;. The feedback equalization filter, H,., is
connected between the output of the aid and the
input. The output of the equalization filter is
subtracted from the input signal to cancel the
contribution from the external feedback path. The
error signal, E, is the difference between the two
paths and is used to adaptively adjust the coeffi-
cients to minimize this difference in a least-mean-

Figure 3.

Model of adaptive feedback equalization algorithm. H,, repre-
sents the transfer characteristic of the microphone, preamp, and
analog-to-digital converter and H, represents the transfer
characteristic of the digital-to-analog converter, power ampli-
fier, and receiver. The product, H*H_*H,, represents the
desired acoustic transfer characteristic of the hearing aid.

square sense (11). A random noise source, N, which
is uncorrelated with other signals in the system, is
included to excite the system when signals are small.
The noise source typically is set to a level that is low
enough to be unobtrusive to the listener. Other
sources of random noise also excite the system and
serve the same purpose as is described below.

In the diagram in Figure 3, H,A and H,
represent the transfer characteristics of the micro-
phone and receiver, respectively. H,, includes the
analog-to-digital converter transfer characteristic
and H, includes the digital-to-analog converter
transfer characteristic. Hy and H, are as described
above and H is the desired prescriptive frequency-
gain function of the hearing aid. The signals X' and
Y' represent the acoustic input and output of the
hearing aid, respectively, and X and Y represent the
digital equivalent of these signals, including the
transfer characteristics of the microphone,
preamplifier, ADC, DAC, power amplifier, and
receiver.

The adaptive algorithm that is used to adjust
the coefficients of H, is based on the LMS algorithm
(11). The expression

u(n) = Yey(n-i)
is a filtered version of the output signal, y(n), that is
an estimate of the external feedback path. The
cancellation error is:

e(n) = u(n)-v(n)

where v(n) represents the external feedback signal
that the adaptive filter is attempting to cancel. The
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mean of the squared error, e*(n), has a unique
minimum with respect to the coefficients of the
equalization filter, H,. The coefficients are
adaptively driven toward this minimum by using the
gradient of the error to determine the direction of
steepest descent. An algorithm for adjusting the
coefficients that requires no direct calculation of the
gradient and no multiplications is given by:

Ci(n+1) = C,(n)+ X\ sign[y(n - k) e(n)]

where A is a constant that is a power of 2.
Therefore, updating the coefficients is equivalent to
incrementing or decrementing the coefficient regis-
ter, depending on the value of the sign function. The
sign function is a simple exclusive-or function of the
sign bits of e(n) and y(n — k). Typically, A is chosen
to be 1/64 the least significant bit of the coefficient
by extending the coefficient registers six bits below
the least significant bit. This corresponds to a value
that is 1/128 dB. The added least significant six-bits
accumulates an average that reduces the variance of
the estimation. The resulting coefficient value can be
considered to be a stochastic average that is related
to the correlation between the cancellation error and
the coefficient. Since the values of the coefficients
are in log units, incrementing and decrementing
them is equivalent to multiplying and dividing the
coefficient values by a constant percent in the linear
sense. Although it may not be obvious, this does not
change the robustness and stability of the basic LMS
method.

Simulation Study of Adaptive Algorithm

The behavior of the algorithm is illustrated in
Figure 4 for a simulated open-loop condition
(H = 0) For this illustration, the external feedback
signal, v(n), is derived from the model expression:

vin) = 10y(n-2)-5y(n-4)

where y(n) is a pseudo-random sequence, p(n), that
also serves as the input to the adaptive filter. It can
be seen that the coefficients follow a logarithmic
path in adapting to the model values and that once
the correct values are reached the algorithm ran-
domly dithers around the least significant bits of the
coefficients. The sign function simplification of the
LMS algorithm results in a slow rate of adaptation.
However, this is desirable in many applications. The
simplified algorithm has other desirable characteris-
tics. For example, since the sign function is either

zero (decrement the coefficient) or one (increment
the coefficient), no dead zone occurs, as the error
becomes exceedingly small, that will cause a coeffi-
cient tracking offset error. In addition, the coeffi-
cients can be updated in any order, singly or
together, at any sampling rate up to the sampling
rate of the system. Therefore, there are a number of
possibilities for optimizing the implementation and
for varying the rate of adaptation.

We were concerned initially that the algorithm
would not converge properly if the system started in
an oscillatory state. However, this is not a problem.
Figure 4 also illustrates the behavior of the algo-
rithm for an oscillatory closed-loop condition
(H = 1). It can be seen that when the equalization
filter is initialized to zero, the rms error quickly
grows to a maximum as the system begins to
oscillate. Although the time required for equaliza-
tion is greater when the system is oscillatory, it can
be seen that the coefficients eventually reach their
desired values and the system becomes stabilized.

In either the open-loop or closed-loop case,
once the final state of equalization is reached, the
coefficient values dither randomly about the desired
values with an error that is proportional to the
coefficient value. This generates noise that is uni-
formly distributed across all frequencies and limits
the degree of cancellation possible. The least signifi-
cant bit of the coefficients is equivalent to 0.5 dB in
our implementation, or 6 percent. Assuming that the
coefficient error is uniformly distributed between
+ 3 percent, the rms error is equal to about 0.9
percent. Therefore, the coefficient noise will be on
the order of 40 dB below the signal level.

It has been mentioned above that a pseudo-
random probe noise is inserted at the output of the
hearing aid to serve as a common source of low-level
sound for exciting the feedback path and the
equalization filter. However, it has been found that
other sources within the hearing aid generate an
appropriate wide-band noise that serves the same
purpose. Furthermore, these sources generate noise
that is proportional to the signal level. Note that the
Dyrlund and Bisgaard (3) implementation requires a
separate circuit to adjust the level of the probe noise
so that it is about 30 dB below the signal level. With
log encoding, the quantizing noise is white and is 35
dB below the level of the encoded signal. Arithmetic
roundoff noise and the dithering of the coefficients
adds additional noise at levels about 40 dB below
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and closed-loop conditions. (¢) Time course of coefficients for open-loop case; (b) time course of rms cancellation error for
open-loop case; (¢) time course of coefficients for closed-loop case; (d) time course of rms cancellation error for closed-loop case.

the signal level. The current adaptive algorithm
takes advantage of these serendipitous sources of
noise excitation.

There are several factors that limit the amount
of additional stable gain that can be achieved with
the feedback equalization algorithm. The first factor
is the degree of cancellation that can be achieved.
Because of the choice of log base and the number of
bits used to represent the coefficient values, the
coefficient estimation error is on the order of 0.9
percent. The rms error between the equalization
filter and the feedback path is also 0.9 percent.
Therefore, the maximum gain margin that can be

expected will be about 40 dB due to this source of
error alone. Another factor that limits gain margin
is the presence in the system of narrow-band or
periodic signals that have long autocorrelation func-
tions. These types of signals will cause the adaptive
algorithm to deviate from the estimate of the
feedback path. This effect is reduced by delays
through the digital filters of the hearing aid, which
move the offending autocorrelation terms to later
lag products. Also, because of the slow adaptation
rates that are used (several seconds), only periodic
external signals that persist will upset the equalized
state of the system.
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Bench Tests with KEMAR Mannequin

Bench testing of the adaptive algorithm on a
KEMAR mannequin has been extensive. Typically, a
Macintosh computer is used as a host system, and
programming of the digital hearing aid is accom-
plished via a serial port. It is also possible to upload
the equalization filter coefficients to the host com-
puter via the serial port so that they can be
observed. Figure 5 illustrates the impulse response
of the equalization filter for two conditions of
acoustic leakage with a KEMAR mannequin test
setup after a steady state of equalization has been
reached. The impulse response (Figure 5a) represents
an estimate of the external feedback characteristic of
the hearing aid. The frequency response of the

equalization filter (Figure 5b) is obtaineu by taking
the Fourier transform of the impulse response. The
result in this figure can be compared with the direct
measurement of the feedback characteristic of Fig-
ure 2. Results with a tighter fit and a vent are shown
in Figure 5c and Figure 5d. Most of the delay before
the start of the impulse responses in the figures
(each tap corresponds to a 60 us delay) is due to the
delays through the receiver, ADC, and DAC.

The equalization filter has to be long enough to
span the impulse response of the acoustic feedback
path. The relationship between the length of the
equalization filter and gain margin has also been
studied and typical results are shown in Figure 6.
Each curve represents the greatest gain that could be
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Measured acoustic gain of equalized hearing aid as a function of
filter length. The input to the adaptive filter was delayed by a
fixed delay of eight samples. Maximum stable gain is achieved
only for filters with greater than 48 taps. Including the delay,
the total span of the equalizer path must be greater than 56
samples.

achieved without oscillation for an initial delay of 8
samples and an equalization filter with 16, 32, 48,
and 64 taps. As can be seen, a total span including
initial delay and filter of 56 samples is required to
achieve a maximum stable gain. This corresponds to
a delay of 3.36 ms, which can be compared with the
impulse responses of Figure 5. It should be noted
that the gain margin, which is the difference in
achievable stable gain with and without feedback
equalization, is about 20 dB. The adaptive behavior
of the system at the limit of maximum achievable
gain is shown in Figure 7. The curve represents the
error between the external feedback path and the
internal equalization filter. When starting from
zero, the system requires about 1.5 seconds before
approaching an equalized state and then an addi-
tional second while each of the coefficients reaches
its final state. These results are not unlike the
simulation studies described earlier in the paper.

DISCUSSION

The feedback equalization method described
above appears to be a viable solution to the problem
of hearing aid instability. The algorithm behaves
robustly and is suitable for implementation in the

Adaptive Behavior at Limit of Gain Margin
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Adaptive behavior of algorithm at the limit of maximum gain
margin that could be achieved.

current generation of hearing aids. Additional us-
able gains of 10 to 15 dB can be achieved in
practice, which corresponds to an additional popula-
tion of hearing-impaired with 20-30 dB greater
hearing loss that can be helped. In addition, open
earmolds, which provide greater comfort, can be
used more frequently with moderate hearing loss.
We estimate that the algorithm can be implemented
in the form of a small, low-voltage circuit that will
require substantially less than 1 mW of power.

We recognize that this is one of the first
attempts to apply principles of adaptive active
cancellation to hearing aids. We hope that, as with
other engineering endeavors, when more designers
begin to apply their skills to the problem, improved
algorithms will result that will extend performance
and provide even greater benefit for the listener with
hearing impairment.
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Abstract—An evaluation was made of the efficacy of a
digital feedback equalization algorithm employed by the
Central Institute for the Deaf Wearable Adaptive Digital
Hearing Aid. Three questions were addressed: 1) Does
acoustic feedback limit gain adjustments made by hearing
aid users? 2) Does feedback equalization permit users
with hearing-impairment to select more gain without
feedback? and, 3) If more gain is used when feedback
equalization is active, does word identification perfor-
mance improve? Nine subjects with hearing impairment
participated in the study. Results suggest that listeners
with hearing impairment are indeed limited by acoustic
feedback when listening to soft speech (55 dB A) in quiet.
The average listener used an additional 4 dB gain when
feedback equalization was active. This additional gain
resulted in an average 10 rationalized arcsine units (RAU)
improvement in word identification score.

Key words: acoustic feedback, digital feedback equaliza-
tion algorithm, evaluation, wearable adaptive digital
hearing aid.

INTRODUCTION

The objective of this study was to evaluate the
efficacy of a feedback equalization (FBE) algorithm
implemented on the Central Institute for the Deaf’s
(CID) Wearable Adaptive Digital Hearing Aid
(WADHA).

Acoustic feedback is a familiar problem to
those working with people who use hearing aids.

Address all correspondence and requests for reprints to: Marilyn
French-St. George, PhD, Central Institute for the Deaf, 818 S. Euclid
Ave., St. Louis, MO 63110-1594.
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Using a behind-the-ear (BTE) aid with a nonvented,
well-fit earmold, Dyrlund and Lundh (1) reported
that an average gain reduction of about 10 dB from
prescribed gain was required to eliminate acoustical
feedback. The limitations were greatest for frequen-
cies above 1,000 Hz. Dyrlund (2) reported a limit on
the hearing loss that could be managed without
acoustical feedback for children with profound
hearing impairment using BTE aids and nonvented
acrylic earmolds. His guidelines for maximum hear-
ing loss manageable before feedback show that for 1
kHz, maximum loss is 100 dB HL, and the upper
intensity limit decreases as frequency increases.
Grover and Martin (3) reported gains of about 50
dB before feedback oscillation using nonvented,
acrylic earmolds and a BTE configuration. They
compared the sound pressure level at the hearing aid
microphone with that of a probe tube inserted into
the ear canal. While many hearing losses can be
accommodated with this amount of gain, the in-
creased incidence of steeply sloping audiometric
configurations gives rise to greater need for open or
vented fittings, to provide adequate high frequency
amplification without over-amplifying the low fre-
quency region where hearing may be normal or
near-normal.

The most common remedy for acoustical feed-
back is to simply reduce the gain of the hearing aid,
which in turn reduces the intensity of the sound that
may feedback to the microphone. This method is
often employed by hearing instrument wearers. That
is, many hearing aid wearers will adjust the volume
control of their aids by turning the gain up until
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audible feedback occurs, and then turn the gain
down until feedback ceases. Although use of this
method of gain adjustment is widespread, and even
recommended by some dispensers, it is a clear
indication that the gain that hearing instrument
wearers use is limited by the acoustic feedback
threshold. In addition, Cox (4) advised against using
the threshold of feedback as the user gain level
because of the effects on the frequency response of
the hearing aid output. She noted that by setting the
gain control to a position just below that which
would cause audible feedback, there occurs
suboscillatory feedback that results i1 the formation
of erratic peaks in the frequency response of the
hearing aid. Skinner (5) suggested that insertion
gains should be 4-8 dB less than values at which
audible feedback occurs to avoid the deleterious
effects of suboscillatory feedback. Yanick (6) noted
that hearing aid wearers who adjust hearing aid gain
to the threshold of audible feedback may be
receiving distorted speech (both spectrally and tem-
porally) as a result of transient distortion. Preves
(7), discussing this phenomenon, stated that when
formant transitions are near the frequencies of the
resonant response peaks of a hearing aid operated
just below acoustical feedback oscillation, they may
become severely distorted and detract from their
perception by listeners with hearing impairment.

Consequently, an adaptive feedback equaliza-
tion algorithm that suppresses acoustic feedback
while maintaining an appropriate target gain func-
tion may provide significant benefit to many hearing
aid wearers. Hearing aid users may then select gain
levels that amplify signals to comfortable levels
without feedback. Further, adaptive feedback equal-
ization may smooth the erratic peaks that occur
when listeners select volume control levels that result
in suboscillatory feedback. The smoothing of re-
sponse may also improve speech identification per-
formance. In the present study, three questions were
addressed: 1) Does acoustic feedback limit gain
adjustments made by hearing aid users? 2) Does
feedback equalization permit users with hearing
impairment to select more gain without feedback?
and, 3) If more gain is used when feedback
equalization is active, does word identification per-
formance improve?

METHOD

Subjects

Nine subjects with hearing impairment (5 male
and 4 female) having a mean age of 63.4 years
(range 39-76 years) participated in this study. Table
1 lists the pure-tone thresholds of the subjects. All
nine subjects were experienced hearing aid wearers—
five BTE and four in-the-ear (ITE). All subjects had
sensorineural hearing losses, except Subject #1 who
had a mixed hearing loss.

Wearable Adaptive Digital Hearing Aid

Figure 1 is a schematic of the digital hearing aid
(DHA) used in this experiment. The DHA is a
four-channel hearing aid. Each channel is specified
by the first ‘‘Filter”’ in the Filter-Limit-Filter config-
uration. Gain shape and channel limit are specified
in the “Limit”’ box. The final ‘‘Filter,”” shaped
identically to the first filter, rejects any in-band
harmonic distortion generated by the limiting pro-
cess. Limiting in this evaluation was achieved using
peak-clipping. The Noise Reduction feature was not
active in this sequence of experiments. Details of the
adaptive feedback equalization algorithm are de-
scribed in a companion paper in this issue (8). In
principle, the digital FBE algorithm suppresses
feedback by adaptively canceling the feedback path.
The process is illustrated schematically in Figure 2.
The acoustical feedback pathway (H) represents
sound energy that has leaked from a vent or around
an earmold or hearing aid. The sound escapes from
the ear canal (Y), and travels back to the hearing aid
microphone (M). The input signal to the amplifier
circuitry (G) is monitored at point (A). The output
signal from (G) is monitored at point (B). A 1.8 ms
delay is introduced at (G). Signal components at (B)
that are correlated with those at (A) are considered
to be derived from the feedback path (H). The
coefficients of the FBE filter are subsequently
adapted to reduce the correlation to zero. The FBE
will adapt to the feedback signals whether the
hearing aid starts out in a state of oscillation or
begins to oscillate after the aid has been on for some
time. The adaptive process initially may take 1-1.5
seconds to identify the feedback signals and adapt to
them; however, any changes that occur in the
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Table 1.
Pure-tone air conduction thresholds (dB HL re: ANSI, 1969).
Frequency, Hz
Subject Age
# Years Sex Ear 250 500 1000 2000 4000 8000
1 57 F R 80 75 75 80 80 95
*L 60 70 65 70 70 90
2 66 M R 15 10 55 $5 60 70
*L 15 is 60 60 55 55
3 69 M R 20 15 50 80 90 85
*L 15 15 45 60 70 100
4 68 F R 60 65 75 65 65 105
*L 40 60 80 65 65 80
5 76 M R 10 10 20 40 65 90
*L 10 20 25 50 65 90
6 39 F R 40 60 80 80 75 105
*L 35 50 75 75 75 95
7 65 M R 30 45 55 55 55 65
*L 35 40 60 55 55 55
8 ! F R 35 50 L3 75 95 NR
*L 30 40 50 65 85 90
9 60 M *R 45 55 70 70 70 100
L 30 50 70 75 65 100
*ear tested
| -Channel, Acoustical Feedback Path
Filer - Limat - Filter (H)
F L |F
F |L |F
Pre- :::um
F |LI|F
F |[L |F
Feedback
Equalizagon Feedback Equalization Filter
(H.e)
Figure 1.

Schematic illustration of the Digital Hearing Aid.

feedback pathway are adaptively canceled at a much
faster rate (approximately 100 msec).

Test Room and Equipment

All listening tasks were carried out in a sound-
treated room. Stimuli were presented from a loud-
speaker located 1 m in front of the subject at 0°

Figure 2.
Schematic illustration of feedback path and feedback equaliza-
tion filter.

azimuth. Signal levels were calibrated in dB A (slow)
at the position corresponding to that of the center of
the head of the listener if the listener were present.
Real-ear probe-tube measurements were made at 45°
azimuth using a second loudspeaker, also 1 m from
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the subject. The real-ear measurement system con-
sisted of a reference microphone clipped to the
earlobe of the subject, and a soft cilastin probe-tube
placed alongside the carmold in the external ear
canal, within § mm of the tympanic membrane.
Insertion depth of the probe tube was determined
using the acoustic method as described by Gerling
and Engman (9), which involves probe-tube inser-
tion to a depth of 10 mm beyond the 6 kHz standing
wave null. The subjects performed listening tasks
aided monaurally, with the contralateral ear oc-
cluded with an EAR Noise Filter™ earplug (Cabot
Corp., Indianapolis, IN).

Speech Stimuli

Subjects adjusted hearing aid gain control
settings while listening to excerpts from the Con-
nected Speech Test (CST) (10), which utilized a
female talker. Word identification scores were deter-
mined using Pascoe High Frequency Word Lists
(PHFWL), which utilized a male talker. Each
PHFWL consists of 50 monosyllabic words contain-
ing a large proportion of high frequency conso-
nants. Each word was presented with the carrier
phrase, ‘“‘Please write . . . .,”” with a 4-sec gap
between presented words. Subjects wrote their re-
sponses on answer sheets, which were scored at a
later time. In competing noise conditions, multi-
talker babble was presented at a 6 dB signal-to-
babble ratio (SBR).

Determination of Gain Control Setting

Subjects adjusted the gain control of their own
hearing aids (Part I) and a simulation of their own
aids using the CID WADHA (Part IlI) in quiet and
multitalker babble while listening to soft speech
signals (55 dB A). Subjects were instructed to adjust
the hearing aid gain control so that speech was
perceived to be maximally intelligible.

In Part I, subjects were monaurally aided with
one of their own hearing aids and earmolds. The
subjects were instructed to adjust the gain control of
their own hearing aid such that soft speech signal
(CST paragraphs prescnted at 55 dB A) was per-
ceived as most intelligible. Once the gaia selection
was made, the real-ear insertion response was
obtained for input levels of 55, 70, and 85 dB sound
pressure level (SPL). This procedure was performed
for two listening conditions: speech-in-quiet and
speech-in-babble. The order of experimental condi-

tions was counter-balanced across subjects. The

' condition was replicated as a retest measure.

m Part I, the WADHA was configured to
simulate the subject’s own hearing aid by using
target gain and saturation output values based on
the real-ear measurements made in Part 1. The
real-ear insertion responses corresponding to the 55
dB A input composite noise signal were used to
derive target gain values to be programined into the
WADHA. The real-ear insertion responses corre-
sponding to the 85 dB A input composite noise
signal supplied the values that were used to program
the maximum power output of the WADPHA config-
urations. The four WADHA memories were config-
ured as follows:

Memory A: Simulation of subject’s own
aid in quiet, FBE Off.

Memory B: Simulation of subject’s own
aid in quiet, FBE On.

Memory C: Simulation of subject’s own
aid in babble, FBE Off.

Memory D: Simulation of subject’s own
aid in noise, FBE On.

The WADHA gain control was active during all
listening tasks and measurements. The gain control
has 16 steps of 2 dB. The target gain settings are
achieved when the volume control is set at position
‘7.’ Once the WADHA was configured as above,
the subjects made gain control adjustments for each
of the four memories as before, and real-ear
probe-tube measurements were made at the selected
gain control settings using 55, 70, and 85 dB SPL
composite noise input levels. The selected gain
control settings were recorded for each memory. It
should be noted that BTE hearing aid wearers
retained thcir own earmolds for the WADHA
evaluations while ITE hearing aid wearers were
provided with custom silicone-shell earmolds. Fit
measures obtained at 50 Hz intervals resulted in
WADHA fit accuracy 0" 4.9 dB root mean square
(rms) between 250 Hz and 6,000 Hz and 4.3 dB
between 500 Hz and 2,500 Hz.

Word ldentification Assessment

Percentage correct word identiiication was as-
sessed using the PHFWL at a signal presentation
level of 55 dB A. The listening conditions were
varied randomly such that some of the trials
required listening in quiet and others in a back-
ground of multitalker babble noise (+ 6 dB SBR).
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The hearing aid (either the subject’s own or
WAI'HA simulation) was adjusted to the volume
control setting that was selected previously, for each
listening condition. The subjects wrote their re-
sponses on answer sheets, which were scored at a
later time.

RESULTS

Recall that the first objective was to determine
whether acoustic feedback limited gain adjustments
made by the subjects when listening to soft speech in
quiet and soft speech in babble noise at 6 dB SBR.
In Part I of this study, all subjects responded
similarly to the initial instructions to adjust their
own hearing aid such that the speech stimulus is
perceived as maximally intelligible. All subjects
turned up their hearing aid until audible feedback
was produced and then turned down the gain
somewhat. When subjects were fitted with the
WADHA simulation of their own aid with FBE Off,
similar adjustments of the gain control were ob-
served. Thus, it appeared that acoustic feedback was
limiting the usable gain range of all subjects in this
study.

The second objective of this study was to
determine whether FBE permits users to access
additional gain when listening to soft speech in quiet
and babble noise. Two comparisons addressed this
issue. First, comparisons were made between FBE
On and FBE Off WADHA conditions. This com-
parison provided data regarding the efficacy of FBE
within the prototype, fully digital amplification
condition. Second, comparisons were made between
the WADHA FBE On and Own-Aid conditions.
These latter comparisons provided guidelines regard-
ing the magnitude of gain change listeners may need
within existing conventional amplification.

Gain Changes (FBE On-FBE Off) Implemented
Using WADHA. Figure 3 and Figure 4 illustrate the
amount of additional gain subjects used in the FBE
On condition compared with the FBE Off condition
when listening to soft speech in quiet and soft
speech in babble, respectively. The box plots illus-
trate the median (waist of box plot), interquartile
range (ends of box), 10th and 90th percentile range
(whiskers), and outlier points. In quiet, the median
difference in gain between the FBE On and FBE Off
conditions ranged from 0 dB at 6,000 Hz to 5 dB at
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Figure 3.

Box plot distribution of averaged difference in insertion gain
between the WADHA FBE On and FBE Off conditions,
selected by subjects listening to soft speech in quiet as a function
of frequency. The median gain difference (FBE On-FBE Off) is
represented by the waist of the box plot. The box extends
beyond the median to the interquartile values. The straight-line
“‘whiskers’’ ex:end to the 10th and 90th percentile values.
Outliers (£ 12th or > 90th percentile) are represented by
circles.
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Figure 4.

Box plot distribution of averaged difference in insertion gain
between the WADHA FBE On and FBE Off conditions,
selected by subjects listening to soft speech in babble as a
function of frequency.

500 Hz. Over the major speech frequencies, the
median gain adjustment was approximately 4 dB. In
babble noise, the median difference in gain between
the FBE On and FBE Off conditions ranged from
—1 dB at 6,000 Hz to 4 dB at 1,000 Hz. Over the
major speech frequencies, the median gain adjust-
ment was varied between 0 dB and 2 dB. An
example of the effects of FBE on the electroacoustic
output of WADHA is illustrated in Figure 5. The
WADHA real-ear frequency response in the FBE On
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Figure 5.

Frequency response curves for WADHA simulations of own aid
in FBE Off and FBE On conditions (Subject #1).

and FBE Off conditions are shown for Subject 1.
When listening to connected speech in quiet in the
FBE Off condition, Subject 1 selected a WADHA
volume control setting that produced audible feed-
back. The frequency response demonstrates large
resonant peaks centered around 2,000 Hz and 3,500
Hz, and marked minima between 1,000 Hz and
2,000 Hz and close to 3,000 Hz. When FBE is
activated, the resonant peaks are smoothed, and up
to 7 dB of additional gain is available without
audible acoustic feedback.

Gain Changes (FBE On-Own Aid) Imple-
mented Using the WADHA Compared with Own
Aid. Figure 6 and Figure 7 illustrate the amount of
additional gain subjects used in the FBE On condi-
tion compared with their own aid when listening to
soft speech in quiet and soft speech in babble,
respectively. In quiet, the median difference in gain
between the FBE On and FBE Off conditions
ranged from 5 dB at 250 Hz, 500 Hz, and 3,000 Hz
to 9 dB at 750 Hz. Over the major speech
frequencies, the median gain adjustment was ap-
proximately 6 dB. In babble noise, the median
difference in gain between the FBE On and FBE Off
conditions ranged from 2 dB at 1,000 Hz and 3,000
Hz to 5 dB at 250 Hz and 6,000 Hz. Over the major
speech frequencies, the median gain adjustment was
varied between 0 dB and 3 dB.

The third objective of this study was to deter-
mine whether the additional gain used in the FBE
On condition results in improved word identification
performance when listening to soft speech in quiet
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Figure 6.

Box plot distribution of averaged difference in insertion gain
between the WADHA FBE On and own aid conditions, selected
by subjects listening to soft speech in quiet as a function of
frequency.
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Figure 7.
Box plot distribution of averaged difference in insertion gain
between the WADHA FBE On and own aid conditions, selected

by subjects listening to soft speech in babble as a function of
frequency.

and babble noise conditions. Table 2 provides the
word identification performance of the subjects
when listening with their own hearing aid or a digital
simulation of their own aid with the WADHA in
quiet and +6 dB SBR. The scores reported have
been transformed from percentage correct to ratio-
nalized arcsine units (RAU) to normalize the vari-
ability in the data (11). Examination of the group
means reveals that subjects performed better in quiet
than in babble (using either their own aid or a
WADHA simulation of their own aid). Subjects also
performed better in the FBE On condition compared
with the FBE Off condition in quiet and in babble.
Figure 8 illustrates the linear regression of the word
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Word Identification Pe-formance (RAU).
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Subject’s Own Aid

Digital Simuiation of Own Aid

Quiet Noise* Quiet Noise*
Subject # FBE On FBE Off FBE On FBE Off
1 72.80 89.10 91.90 77.00 89.10 66.80
2 62.90 53.60 81.50 68.70 59.20 57.30
3 53.60 51.80 68.70 64.80 53.60 48.20
4 77.00 66.80 83.90 79.20 §1.50 68.70
5 89.10 77.00 107.20 98.40 77.00 70.70
6 53.60 50.00 59.20 57.30 44.50 46.40
7 68.70 59.20 ¢3.90 74.90 70.70 77.00
8 53.60 42.70 91.90 72.80 51.80 55.50
9 53.60 55.50 64.80 48.20 57.30 55.50
Average 65.00 60.60 81.40 71.30 65.00 60.60
*Noise (babble) = +6 dB SBR
identification scores of the subjects using the DISCUSSION

WADHA simulation of subjects’ own aid frequency
response on the word identification scores obtained
by subjects using their own hearing aid in the quiet
listening condition. A small (mean difference =
6.27 RAU, ¢ = 2.785, p = 0.019) but significant
improvement in word identification score is ob-
served when subjects’ own aid scores are compared
with the WADHA simulation FBE Off condition.
This result is not entirely unexpected, as the major-
ity of subjects were able to use additional gain
without feedback under the WADHA simulation
(FBE Off) compared with that available with their
own aid. This was particularly noticeable in four
subjects who used ITE hearing aids. An additional
significant improvement in word identification per-
formance is observed when the FBE On and FBE
Off conditions are compared. A directional #-test for
correlated samples was performed on the data, and
revealed the group performance increase of 10.2
RAU observed in the FBE On condition to be
significant (p = 0.0005; ¢ = 5.066).

Figure 9 illustrates the linear regression of the
word identification scores of the subjects using the
WADHA simulation of subjects’ own aid frequency
response on the word identification scores obtained
by subjects using their own hearing aids in the
babble listening condition. No significant differ-
ences were observed in group mean performance.

The results from this study suggest that acoustic
feedback restricts the volume control adjustments
that hearing aid wearers can make to compensate
for loss of audibility in soft speech environments.
The current feedback equalization algorithm has
been shown to produce gain margins of 15-20 dB in
the laboratory (8). However, it should be remem-
bered that these values are obtained under ideal
testing situations using a mannequin that does not
move. With real subjects who breathe, talk and
chew, practical gain margins are likely to be less
than 15-20 dB. Examination of Figure 6 and Figure
7 suggests that gain margins of up to 10 dB might be
required to accommodate the additional gain needs
of 75 percent of the subjects used in this study. It
should be noted that none of the subjects in this
study used a vented earmold. Thus, the needed gain
margins in vented mold situations may start to
encroach on the gain margin limits of the adaptive
algorithm. Gatehouse (12), for example, has shown
that gain must be reduced by 15-20 dB when a 2 mm
parallel vent is introduced into an earmold con-
nected to a BTE hearing aid with a forward-facing
microphone. Gatehouse also observed that the lis-
tening environment influences the amount of gain
that is available without audible feedback. For
example, a BTE hearing aid with a forward-facing
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Linear regression of PHFWL word identification scores (RAU)
for WADHA simulations of own aid in quiet for FBE On and
FBE Off conditions on PHFWL scores (RAU) for own aid in
quiet.
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Linear regression of PHFWL word identification scores (RAU)
for WADHA simulations of own aid in babble for FBE On and
FBE Off conditions on PHFWL scores (RAU) for own aid in
babble.
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microphone could support 56.9 dB insertion gain
without acoustic feedback in the presence of speech-
shaped noise, 53.1 dB gain in the presence of a 250
Hz narrow-band noise, and 64.3 dB in the presence
of a 2,000 Hz narrow-band noise. In this investiga-
tion, it was noted that subjects turned their own
hearing aids up somewhat in the speech-in-babble
condition. Figure 10 illustrates the median gain
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Figure 10.

Box plot distribution of averaged difference between insertion
gain selected by subjects listening to soft speech in babble
compared with soft speech in quiet as a function of frequency.

adjustments subjects made to their own hearing aids
when listening to soft speech in quiet compared with
listening to soft speech in babble. The gain adjust-
ment resulted in a median increase in gain in babble
of approximately 2 dB over the major speech
frequencies. It is possible that the presence of the
multitalker babble served to stabilize an otherwise
unstable acoustic environment, thus permitting some
additional gain in the speech in babble condition.
Further work in this area is required.

The additional gain that subjects were able to
achieve in the FBE On condition translated into
significant improvements in word identification per-
formance in quiet. The approximate 16 RAU im-
provement in mean score in the FBE On condition
compared with the subjects’ own aid condition
suggests that if FBE were available in commercial
aids, hearing aid wearers would derive perceptible
improvement in word identification performance.
The lack of significant improvement in word identi-
fication performance in babble is not surprising.
The limiting factor in the babble condition was the
SBR, which would have been largely unaffected by
the linear gain changes demonstrated in this study.

In conclusion, subjects in this study were able
to take advantage of additional gain without acous-
tic feedback provided by the FBE algorithm. The
additional gain resulted in improved word identifica-
tion performance in quiet. The gain adjustments
required by these subjects appear to be within the
capabilities of the technology.
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Abstract—Frequency lowering is a form of signal process-
ing designed to match speech to the residual auditory
capacity of a listener with a high frequency hearing loss.
A vocoder-based frequency-lowering system similar to
one studied by Lippmann was evaluated in the present
study. In this system, speech levels in high frequency
bands modulated one-third-octave bands of noise at low
frequencies, which were then added to unprocessed
speech. Results obtained with this system indicated, in
agreement with Lippmann, that processing improved the
recognition of stop, fricative, and affricate consonants
when the listening bandwidth was restricted to 800 Hz.
However, results also showed that processing degraded
the perception of nasals and semivowels, consonants not
included in Lippmann’s study. Based on these results, the
frequency-lowering system was modified so as to suppress
the processing whenever low frequency components dom-
inated the input signal. High and low frequency energies
of an input signal were measured continuously in the
modified system, and the decision to process or to leave
the signal unaltered was based on their relative levels.
Results indicated that the modified system maintained the
processing advantage for stops, fricatives, and affricates
without degrading the perception of nasals and semi-
vowels. The results of the present study also indicated
that training is an important consideration when evaluat-
ing frequency-lowering systems.

Key words: frequency-lowering systems, speech intelligi-
bility, vocoder evaluation.
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INTRODUCTION

One general class of approaches toward lower-
ing of the speech spectrum for individuals with high
frequency hearing impairment is based on detecting
high frequency information and recoding it through
the use of low frequency signals which take advan-
tage of the residual hearing of the listener. Two
methods that have been employed to achieve such
signal processing include frequency transposition
and channel vocoding. In schemes employing fre-
quency transposition (1,2), information in a speci-
fied high frequency band is shifted downward using
amplitude modulation or nonlinear distortion. In
schemes employing channel vocoding (3,4,5,6), the
high frequency speech content is analyzed by a bank
of filters whose output envelopes are used to control
the amplitude of signals from low frequency synthe-
sis filters. Braida, et al. (7) reviewed studies of
transposition or vocoding prior to 1979 and con-
cluded that, in general, the benefits to speech
reception with these lowering schemes were generally
small and restricted to a narrow class of speech
sounds. Among the reasons offered by Braida, et al.
for this lack of success were inappropriate selection
of both the frequency range used to analyze high
frequency information and the form of the recoded
signals, as well as the choice of the level of the
recoded signals relative to the normal low frequency
speech components. For example, in many of the
vocoder systems evaluated in the past, the analysis
filter outputs controlled the levels of low frequency
sinewaves, which were the sole signal presented to
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the listener (3,5,6). Not only do such systems fail to
distinguish between voiced and unvoiced sounds,
they also eliminate suprasegmental speech cues
available in the low frequency speech range. Several
recent studies employing either transposition or
vocoding, however, have reported improved identifi-
cation of fricative and affricate sounds over that
obtained through low-pass filtering (8,9,10,11).

Velmans (9) described a transposer-based sys-
tem in which high frequency information in the
range of 4,000-8,000 Hz was shifted downward into
the range of 0-4,000 Hz using a balanced modula-
tor, and then combined with the linearly amplified
signal. In evaluations of consonant reception by
listeners with normal-hearing, conducted with or
without frequency transposition, the speech signal
was low-pass filtered to 900 Hz and combined with
high-pass white noise. Consonant identification was
superior for the transposer over low-pass filtering,
both alone and in conjunction with speechreading
(by roughly 13 percentage points without speech-
reading and 8 percentage points when speechreading
was also available). Velmans and Marcuson (10)
presented data which indicated that the device
proved beneficial to impaired listeners whose resid-
ual hearing extended to 1,000 Hz (or beyond) but
who had little or no residual hearing above 4,000
Hz. These listeners showed improvements in trans-
posed consonant identification ranging from 11 to
30 percent, although identification of only those
consonants with strong high frequency speech cues
s, [.,z,3,tf ,d3,t/) was investigated. Further re-
sults obtained with a group of 25 students with
hearing impairment in schools for the deaf (11)
indicated that benefits for the transposition device
were larger in children with severe to profound high
frequency losses than in those with mild to moderate
losses in this range. Again, evaluations were re-
stricted to consonants with strong high frequency
content.

In a vocoding system developed by Lippmann
(8), speech sounds in the 1,000-8,000 Hz range were
analyzed with a bank of band-pass filters whose
outputs controlled the levels of low frequency bands
of noise in the 400-800 Hz range. The noise signals
were added to the original speech signal, which was
low-pass filtered to 800 Hz. Preliminary discrimina-
tion tests conducted with a variety of choices for the
analysis and synthesis filters led to the selection of a
system with four analysis and four synthesis bands

Section 1. Digital Techniques in Acoustic Ampiification: Posen et al.

for further study. Specifically, this system consisted
of four analysis bands (two of which were two-third-
octave wide and two of which were one-octave wide)
and four synthesis bands composed of four one-
third-octave bands of noise whose center frequencies
ranged from 400 to 800 Hz. Consonant identifica-
tion tests using CVC syllables composed from 16
consonants (C) and 6 vowels (V) were conducted on
7 subjects with normal hearing for both frequency-
lowered speech and linearly amplified speech with
an 800-Hz bandwidth. Overall percent-correct iden-
tification increased by 10 percentage points from 36
percent correct with linear amplification to 46
percent with frequency lowering. For individual
subjects, increases ranged from 4 to 14 percentage
points.

Several factors may underlie the positive results
observed by Velmans and Lippmann relative to
those reported in other studies of transposition and
vocoding for frequency lowering (7). First, in both
studies the recoded signals were presented at levels
that did not significantly interfere with normal low.
frequency speech sounds. Second, the frequency
range selected to analyze high frequency informa-
tion and the specific form of the recoded low
frequency signals may have contributed to improved
performance.

The current study was concerned with extending
the investigation of the effects of vocoder-based
frequency-lowered systems on the reception of con-
sonants. In Experiment 1, the performance of
listeners with normal hearing was evaluated using a
system modeled after that described by Lippmann
(8). In Experiment 2, a modified system designed to
improve upon results obtained in Experiment 1, was
evaluated. The results of the current study are
compared with those of other relevant studies, and
theoretical predictions are presented for perfor-
mance through the frequency-lowered system in
combination with speechreading.

EXPERIMENT 1: INITIAL EVALUATION OF A
VOCODER-BASED FREQUENCY-LOWERING
SYSTEM

Method

System Description. A block diagram of the
system used in Experiment 1, modeled after that of
Lippmann (8), is shown in Figure 1. This system
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Figure 1.

Block diagram of the vocoder-based frequency-lowering system employed in Experiment 1.

made use of a computer-controlled multiband
speech processor (12). High frequency speech infor-
mation was analyzed by first passing speech through
a bank of eight contiguous one-third-octave filters
(General Radio 1925 Multifilter) with standard
center frequencies in the range of 1.0 to 5.0 kHz
(1.0, 1.25, 1.6, 2.0, 2.5, 3.15, 4.0, 5.0). The outputs
of adjacent filters were combined using analog
summing amplifiers to form four analysis bands
with rejection rates of 48 dB/octave. The output
levels of these bands were measured using rms level
detectors that had logarithmic conversion, averaging
times of 20 ms, and dynamic ranges of 65-70 dB.
These levels were made available to an LSI-11
minicomputer by a multiplexed analog-to-digital
converter, which had a 10 us conversion time and a
12-bit capability. The sampling algorithm was based
on that developed for controlling an amplitude
compressor (12). The sampling periods ranged from
0.58 msec for the two lowest-frequency analysis

bands to 0.14 msec for the highest-frequency band.
The sample values were used to determine the
output levels of low frequency narrow-band noise
signals, which were summed and added to the
original speech signal. These noise-band signals were
generated by passing wide-band noise through four
contiguous one-third-octave filters (GR 1925) whose
center frequencies ranged from 400 to 800 Hz. The
high frequency analysis bands and the low frequency
synthesis filters were monotonically related in that
the lowest analysis channel controlled the lowest
synthesis band, the second-lowest analysis channel
controlled the second-lowest synthesis band, and so
on. The levels of the noise bands were controlled by
computer-controlled amplifiers that could vary gain
with 0.5 dB resolution independently for each noise
band. The output level of a noise band was linearly
related to the output level of its analysis band in that
a 1 dB increase in the signal level in an analysis band
caused a | dB increase in the level of the correspond-
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ing low frequency noise-band signal. In addition,
the levels of the noise bands were adjusted so that
normal low frequency speech sounds were not
significantly masked. Based on Lippmann’s design
as well as on subjective impressions from informal
listening, the system was adjusted such that the 10
percent cumulative level of each noise band was 12
dB below the 10 percent cumulative level of speech
measured using the same one-third-octave filter used
to generate the noise signal.

The original speech signal combined with the
noise signal was passed through two cascaded TTE
miniature low-pass filters (series number J87E) to
simulate a sharply sloping high frequency loss. The
overall filter characteristics included 300 dB/octave
rolloff, cutoff frequency of 800 Hz, and at least 80
dB attenuation in the stop band. These characteris-
tics were chosen to provide an idealization of a
hearing loss in which no high frequency speech cues
are available. A toggle switch was included in the
system to allow transmission of either unprocessed
low-pass filtered speech or low-pass filtered speech
with added low frequency noise-band signals.

Materials. The speech materials used for testing
and training consisted of consonant-vowel (CV)
nonsense syllables. The syllables were composed of
24 English consonants (stops /p t k b d g/; fricatives
/£ sf v z 3 /;affricates / tf d3 /; semivowels
/hw w 1 r j/; nasals /m n/; whisper /h/) with 3
vowels (/a i u/), resulting in a total of 72 syllables.
Each syllable was spoken 3 times by each of 4
speakers, 2 male and 2 female, resulting in 864
tokens. Recordings were made in an anechoic
chamber with the microphone situated 6 inches in
front of the speaker’s mouth. The recorded syllables
were passed through a 4.5 kHz anti-aliasing filter
with 140 dB/octave rolloff and converted to 12-bit
digital samples at a sampling rate of 10 kHz. The
digitized waveforms were normalized to equal rms
levels and stored on a large disk memory. The
waveforms were thus accessible for automatic com-
puter presentation.

The stimuli were divided into two groups: a test
set and a training set. Four tokens of each CV
syllable were included in the test set used before and
after training, one token spoken by each speaker.
The materials used for training consisted of the
remaining 576 tokens (2 tokens per speaker).

Subjects. The subjects were two normal-hearing
students in their early 20s, one male (MP) and one
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female (JR). The subjects had no more than 10 dB
HL in the audiometric frequencies and were both
native speakers of English with standard dialect.

Procedure. The subjects were trained and tested
on the identification of frequency-lowered speech
and low-pass filtered speech. On each trial a
stimulus was selected at random from the available
set and played over a high-quality audio-output
channel. The signal was then passed through the
processing system before being presented monau-
rally through TDH-39 headphones at a level of
roughly 88 dB SPL.

For each pre- and posttraining test, each token
from the test-token stimulus set was presented a
total of 4 times, resulting in a total of 1,152 trials.
Correct-answer feedback was not provided for either
test. Training was achieved using the training-token
stimulus set and stimulus-response procedure de-
scribed above with correct-answer feedback. During
a training session, each token from the stimulus set
was presented twice, resulting in a total of 1,152
trials. When a subject responded incorrectly, the
correct response was displayed visually and repeated
aurally three times. Training sessions were continued
until the learning curves of the subjects appeared to
level off. The criterion for asymptotic performance
was the observance of at least three consecutive
training scores that were within three percentage
points of each other. Each training session lasted
approximately 2 hours. Subject MP began testing
and training on frequency-lowered speech, while
subject JR began the task with low-pass filtered
speech.

Data Analysis. Confusion matrices were con-
structed from the pretraining and posttraining ex-
perimental runs for each subject under each experi-
mental condition. The matrices were analyzed
through calculations of percent-correct performance
on various subsets of stimuli as well as through
calculations of the percentage of unconditional
information transfer (13) for the features described
in Table 1, which were derived from definitions
provided by Miller and Nicely (13) and Chomsky
and Halle (14).

Results

Learning curves for each subject under low-pass
filtering (circles) and the original vocoder-based
lowering system (squares) are available in Figure 2.
(Results from a third system, described in Experi-
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Classification of the 24 consonants on a list of eight features derived from Miller and Nicely (13) and Chomsky and
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Figure 2.

Learning curves for each of three experimental conditions
(low-pass filtering, original frequency-lowering system, and
modified lowering system) for subject MP (top panel) and
subject JR (bottom panel). Percent-correct score is plotted as a
function of cumulative number of trials with feedback; filled
symbols represent scores from test sessions and unfilled sym-
bols, training sessions.

ment 2 below, are also included in the figure and
will be discussed later in this article.) Filled symbols
indicate results of pre- and posttraining test sessions
(conducted without correct-answer feedback), while
unfilled symbols indicate results from training ses-
sions (in which trial-by-trial correct-answer feedback
was provided). Posttraining test results of consonant
identification using low-pass filtering and frequency
lowering for subject MP showed gains of 8 and 12
percentage points, respectively, when compared with
the pretraining test results. Similarly, subject JR
showed improvements of 21 and 7 percentage points
from training on low-pass filtered speech and
frequency-lowered speech, respectively. Each subject
achieved greater improvements with training for the
system on which testing and training was begun
(frequency lowering for subject MP and low-pass
filtering for subject JR). Asymptotic performance
on a given condition, however, appears not to
depend on initial baseline performance: for exam-
ple, both subjects leveled off at performance of
roughly 56 percent correct for the lowering system,
even though the pretraining score for subject MP
was 47 percent compared with 37 percent for JR.
Posttraining scores obtained from each subject
for these two conditions are shown in Figure 3 for
various groupings of consonants. The overall intelli-
gibility of the full set of 24 consonants was not
improved by the frequency-lowering system. Perfor-
mance ranged from 56-58 percent correct across
subjects and systems for the set of 24 consonants.
When including only those consonants used by
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Percent-correct score for each of three experimental conditions
for subject MP (top panel) and subject JR (bottom panel).
Scores are shown for the overall set of 24 consonants and for
two subsets.

Lippmann (stops, fricatives, affricates), the percent-
age of consonants correctly identified by each
subject was 4-7 percentage points higher with
frequency lowering. This result is in close agreement
with Lippmann’s finding of a 4-14 percent range of
improvement for seven normal-hearing listeners
tested. When including only semivowels and nasals,
correct identification scores for subject MP dropped
13 points from 76 percent with low-pass filtering to
63 percent with frequency lowering. Similarly, the
scores of subject JR dropped 10 points, from 81
percent to 71 percent. It is apparent from tt

confusion matrices that processing degraded the
intelligibility of nasals and (particularly) semivowels
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while improving the intelligibility of other sounds, in
particular the fricatives and affricates. This result is
confirmed by the analysis of unconditional informa-
tional transfer on individual features (displayed in
Figure 4), which indicates that the features,
affrication and duration, were better perceived
under frequency lowering, whiie nasality and round
were better perceived under low-pass filtering.

Identification of the vowels (/a,i,u/) was unaf-
fected by the processing system. Each subject
correctly identified 89-91 percent of the vowels
presented with processing and low-pass filtering,
and errors were based solely on confusions of /i/
and /u/.

EXPERIMENT 2: EVALUATIONS WITH A
MODIFIED FREQUENCY-LOWERED SYSTEM

The results of Experiment 1 indicated that,
while the frequency-lowering technique studied by
Lippmann improved the recognition of stop,
fricative, and affricate consonants, it also had the
effect of degrading the perception of nasals and
semivowels. Processing appeared to degrade conso-
nantal signals characterized by low frequency en-
ergy. The processing of second and third formant
vowel information may have interfered with the
perception of low frequency cues of consonants in
the CV syllables. Specifically, the lowered speech
sounds of processed consonants may have been
masked by the lowered speech sounds resulting from
vowel processing. In an attempt to increase the
intelligibility of frequency-lowered speech, the fre-
quency-lowering system discussed in Experiment 1
was modified to suppress the processing when low
frequency energy is predominant in the speech signal
(as is the case for nasals, semivowels, and vowels)
and to proceed with processing when high frequency
energy predominates (as is the case for plosives,
fricatives, and affricates).

Method

System Description. The modified system dif-
fers from that shown in Figure 1 in that two
additional signals were supplied to the minicom-
puter: high and low frequency energy of the input
signal. These additional signals were formed by first
passing speech through a bank of contiguous one-
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conditions. Results were computed from confusion matrices combined across subjects MP and JR.

third octave filters with center frequencies of 125 to
5,000 Hz. The outputs of the filters with center
frequencies of 125 to 1,250 Hz were combined using
analog summing amplifiers to form the low fre-
quency signal. Likewise, the high frequency signal
was formed by summing the outputs of the filters
with center frequencies of 1,600 to 5,000 Hz. (The
selection of an appropriate corner frequency for
defining low and high frequency components was
based on samples of spectra of each consonant and
vowel spoken by one male and one female talker.)
The logarithms of the rms levels of the low and high
frequency bands were determined, in addition to the
output levels of the four analysis bands.

The low frequency noise was added to the
original speech signal only when the power in the
high frequency band exceeded that in the low
frequency band less 3 dB. This threshold value was
determined from subjective listening by choosing a
value for which processing appeared to be sup-

pressed for most vowels, nasals, and semivowels and
activated for fricatives and affricates. Thus, when
the low frequency power was greater than the high
frequency power plus 3 dB, processing was sup-
pressed by setting each variable gain amplifier to a
maximum attenuation. Otherwise, processing pro-
ceeded in the same manner as that used in the
preliminary experiment except each analysis-band
level was sampled only once and each noise-band
attenuation set accordingly. After all variable gain
amplifiers were set (to maximum attenuation or
attenuation values determined from corresponding
analysis-band levels), the program repeated the
above cycle. If processing was performed on each
cycle, each analysis-band level was sampled every
0.35 ms. Otherwise, each analysis band was sampled
every 0.21 ms. Sampling each band at the same rate,
as opposed to sampling higher-frequency bands
more frequently (as was done in the preliminary
experiment), had negligible effects on the process-
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ing. When processing occurred, the levels of the
noise bands were controlled in the same manner as
that described for the original system.

The same two subjects who participated in
Experiment 1 were trained and tested on the identi-
fication of frequency-lowered speech produced by
the modified system. Both subjects were aware of the
modifications made to the system. The same stimu-
lus sets and experimental procedure from the prelim-
inary experiment were used. Results obtained were
compared with the low-pass filtering results ob-
tained previously and also to results obtained using
the frequency-lowering system of Experiment 1.

Results

Learning curves for each subject for the modi-
fied lowering system (triangles) are shown, along
with those for low-pass filtering (circles) and the
original lowering system (squares), in Figure 2. Each
subject’s pretraining test score on the modified
system was roughly equivalent to the posttraining
score on the original system. Posttraining test results
showed gains of 4 and 6 percentage points for
subjects JR and MP respectively, when compared
with the pretraining test results.

Posttraining test scores for various groupings of
consonants are shown in Figure 3 for each of the
two subjects for each experimental condition. For
subject MP, the overall percentage of consonants
identified correctly using the modified system was 66
percent, an increase of 10 percentage points over
low-pass filtering and an increase of 9 percentage
points over frequency lowering using the original
system. Subject JR identified 62 percent of the
consonants correctly using the modified system, an
increase of 4 percentage points over both systems of
the preliminary experiment. Although we did not
obtain repeated measures, the differences in scores
between the two systems for each subject are larger
than would be expected on the basis of Bernoulli
fluctuations. At performance levels of roughly 60
percent correct and 1,000 trials, the standard devia-
tion is 1.5 percentage points, and 2v2¢ is approxi-
mately 4 percentage points.

As predicted, the perception of nasals and
semivowels under the modified system was similar to
that observed under low-pass filtering, due presum-
ably to the selective processing achieved by the
modified system. For subject MP, performance on
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nasals and semivowels was equivalent for the modi-
fied system and for low-pass filtering, and was
superior to the performance oan identification of
these consonants for the original system (an im-
provement of 14 percentage points). Subject JR also
perceived nasals and semivowels better using the
modified system over the original system (a 6
percentage-point improvement) but still perceived
these consonants better with low-pass filtering (her
identification score was 4 percentage points higher
with low-pass filtering than with the best frequency-
lowering system). When including only stop,
fricative, and affricate consonants, the percentage
of consonants correctly identified by each subject
was greatest for the modified system. The improve-
ment in perception of these consonants using the
modified system over the original system (6 percent-
age points for subject MP and 2 percentage points
for subject JR) offers some support for the notion
that processed vowel formant information in the
original system may have interfered with the percep-
tion of these consonants.

The identification of vowels for each subject
was similar in all three systems tested. Each subject
correctly identified 90 percent of the vowels, using
the modified system, compared with 89-91 percent
with the other two systems.

To compare consonant confusions across the
three systems, confusion matrices were generated by
combining the post-training test results for both
subjects for each system tested. The matrices appear
in Table 2 for low-pass filtering, Table 3 for
frequency lowering for the original system, and
Table 4 for frequency lowering for the modified
system. Overall, performance on the original fre-
quency-lowering system and low-pass filtering were
equivalent (57 percent correct consonant identifica-
tion). Performance on the modified system (64
percent correct) was 7 percentage points higher than
on the other two systems (a significant difference
based on Bernoulli statistics). A comparison of the
percentage of unconditional information transfer on
individual features across the three systems tested is
shown in Figure 4. The perception of each feature
related to nasals and semivowels (voicing, nasality,
round, vocalic, place) under the modified system
was as good as that obtained with low-pass filtering.
The modified frequency-lowering system maintained
the large improvement in the amount of information
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g‘)l:\lfeu:i.on matrix compiled across subjects for post-training data on the low-pass filtering condition.
p t k b da g £ 0 s f v 3 z 3 tf d3 B @ n bw w ¢ j | B
P 64 24 7 - - - - - - - - - - - - -4 1 = - < e - = - 96
t 23 45 24 . 96
k i 25 48 - - - - - - - - - -2 - - - - - - - - - 9
b - - - 5713 6 - - - - = 2 - - - 1 = « - -« « < - = 9%
d - - - 7 62 21 - - - - - - - - - - - - - < - - - < 9
g - - - 6 2 60 - - - - - - - - - 9 - - - - - - 1 = c6
f - - - - - - 2029 29 1 - - - - - - 71 - = e e e - - 96
0 1 - -~ - - - 550 2 4 7T 1 - - 2 4 - - - - - - - = 9%
s - - - - - - 8 2 45 13 1 - - - 1 - 2 - - - - - < = 96
I - - - - - - - 7 38 40 - - 1 2 1 - 6 - - 1 = = = - 9%
v - - - - - 1 2 3 - - 3 2515 5 1 6 - - - - - 1 1 — 9
o] - - - 3 7 2 1 8 - - 13 28 13 2 - 6 - - - - - 6 1 - 96
z - - - - - - - - - - 13 3 22 - 2 - - - - - - 4 - 96
3 - - - - - - - - - - 8 2 173 - 1 - - - - - - 5 4 9%
tf - 910 - - - - - - 1 - - - - MW Q1 2 - - - - - - %
ds - 3 3 - - 14 - 1 - - - 1 - - 16 58 - - - - - - - - 9%
h 2 1 - - - - 1 3 1 2 - - - - 4 271 - - 6 1 - - = 9
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n - - - - - - - - 4 - & 4 4 e -4 -4 - 8T8 - - & - 6 9%
hw - - - - - - - - - 1 - - - - 1 - 4 - 83 I - - - 96
w - - - - - - - - - - 4 -4 - - - - - 4 - 217 8 8 2 9%
r - - - - - - - - - - 4 3 1 6 - 3 - - - 3 7511 5 9%
i - - - - - - - - - - - 2 11 - 1 - = = - 3 - 8 - 9%
| - - - - - - - - - - 1 1 = = =4 =4 -4 5 3 - - - - 8 9%
101 107 92 73 119 110 41 127 135 68 83 117 70 78 121 94 95 49 134 95 88 74 126 107 2304
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g:)?llfeu:i.on matrix compiled across subjects for post-training data on the original lowering system.

P t k b d g f 0 s f v 8 z 3 tfd3y B m o b w r j I
P 48 16 25 - ~ 1 - 2 1 - = = - - = = 3 - - - - - - = 9%
: 28 55 9 - ~ - - - - & 4 =4 = - 3 1 = - = = - = - - 9
k 30 4 24 - ~ - - - - - - - - - 6 1 1 - - - - - - - %
b - - - 7% 12 9 - - - - - 1 = = = = = - = = - = - = 9%
d - = = 13 5 21 - - - =~ - = = = - - = -4 - = - - - = 9%
g - - - 16 9 68 - - - -~ - 2 = - - = - - = = = = 1 = 9%
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0 2 1 - - - - 1l 43 26 1 6 - - - - 5§ 1 - = - - - - = 96
s - - - - - - 524 43 18 - - - 2 - - 4 - - - - - - - 9%
J - - - - - - - 1 B8 - - - 3 1 = 1 = - - - - - - 9%
v - - - - 1 - 8 - - - 4 29 4 5 - - 1 - - 2 - 3 2 - 9%
d - - - 2 5 5 - 1 - =21 4 2 5 - - - - - = 2 4 9 - 9%
z - = = - = = - - - -~ 1324292 - 2 - - - - - - 71 - 9
3 -~ = = = ~ = - - 1 = 710 15 60 - 1 - - - - - - 2 - %
tf - 13 - - - - - - - 1 = = = = 8 2 - - - - - - - - 9
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h 2 - - - - - 3 4 1 1 1 = = = = =T - - 8 4 1 - - 9%
m - - = - - -4 - -4 - 1 = 2 = = = - - 354 - 1 2 - 8 9%
n - - = = -~ - - -4 - -~ 1 3 - - - - - 15 54 - - 3 2 18 9%
bw - - 1 - ~ - - 1 3 - - - - = = - 7 - - 17 6 - 2 - 9%
w - - - - = = = -~ 1 = = = = - - - - 4 65 11 8 1 9%
r - - - - - - - 1 - - 6 - 2 - =11 - - 1 8 5 13 8 9%
j - - - - 2 - - - - = 9 2 - 1 = = - - 3 1 52 5 2 9
[ - = = = = = = 4 = = - - = = = - = 6 - = 2 4 - 8 9%
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Table 4.

Confusion matrix compiled across subjects for posttraining data on the modified lowering system.

p t k b d g £ 8 s J v O

z 3 tf d3 b m

2 bw w r j |
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transferred under the original lowering system for
the affrication and duration features and also
showed a substantial gain in the amount of informa-
tion transferred for the frication feature. Thus, the
modified frequency-lowering system managed to
maintain a significant processing advantage for
fricatives and affricates without degrading the per-
ception of the nasals and semivowels.

DISCUSSION

The modified frequency-lowering system per-
formed significantly better than the Lippmann-

based system evaluated in the preliminary experi-
ment. Each subject found the nasals and semivowels
to be more intelligible with the modified system, in
addition to a number of the stop, fricative, and
affricate consonants, as predicted earlier. Compared
with low-pass filtering, the modified system per-
formed equally well in handling nasals and
semivowels, while improving the intelligibility of
stop, fricative, and affricate consonants.

The effects of training on the reception of
lowered speech were also studied by Reed, et al. (15)
for frequency lowering accomplished through a
pitch-invariant non-uniform compression of the
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short-term spectral envelope (16). Using a training
procedure similar to the one employed here, conso-
nant identification was studied with a major subset
of the same CV productions utilized for the present
study. For speech lowered to bandwidths ranging
from 1,000-1,250 Hz, posttraining scores of 60-67
percent correct were observed for two listeners with
normal-hearing and one listener with high frequency
sensorineural loss. The number of trials reguired to
achieve asymptotic performance for the spectrally
compressed speech, however, was nearly double that
required for the vocoder-based processing. Reed, et
al. (17) reported on the discriminability of conso-
nants processed by the frequency-lowering system
used by Hicks. Their results were similar to the
results of the present study in that overall perfor-
mance under frequency lowering was roughly com-
parable to that with low-pass filtering, but the
perception of various consonants was different in
the two systems tested; the perception of nasals and
semivowels was better for filtering than for lower-
ing, while the perception of fricatives and affricates
was superior under lowering conditions than for
low-pass filtering.

In the current study, evaluations of perfor-
mance were limited to auditory presentation of
low-pass-filtered or frequency-lowered speech alone,
and did not include the more realistic condition of
supplementing the auditory stimulus with lipreading
information. An analysis of the confusions for the
modified vocoder-based lowering system indicates
that a high percentage of the errors (>75 percent)
stems from place confusions within a given class of
sounds. For example, a high error rate is observed
among the three voiced stops as well as among the
three unvoiced stops. It is highly likely that such
confusions may be resolved through the addition of
speechreading, for which place of articulation is
better perceived than voicing or manner of articula-
tion.

Braida (18) describes a model of audiovisual
integration that can be used to estimate the identifi-
cation scores that would be obtained in conjunction
with speechreading for each type of processing. In
the ‘‘prelabeling”’ model, identification in each
modality is described in terms of a multidimensional
Thurstonian process, and audiovisual identification
is assumed to reflect the orthogonal composition of
auditory and visual cues. Predicted audiovisual
scores were derived by fitting auditory and visual
confusion matrices using separate three-dimensional
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cue-spaces, and computing the highest value of
accuracy corresponding to the six-dimensional au-
diovisual cue space. Predictions were derived for
visual confusions reported by Busacco (19)—20
consonants, /a/ context—and Owens and Blazek
(20)—23 consonants, /a/ and /u/ contexts, hearing-
impaired listeners—combined with auditory confu-
sions from each of the three systems tested in the
present study. As expected, the predicted audiovi-
sual scores were higher than both auditory and
visual scores (roughly 95 percent correct for the /a/
context, 85 percent for /u/), and the range of scores
was smaller than in the auditory case. Predicted AV
scores for low-pass filtered materials were roughly
equal to those for the unmodified processing. A
small but significant advantage was observed for the
modified processing, particularly under the /u/
context where predicted AV scores were four points
higher than for low-pass filtering. These results
suggest that the improvements in auditory perfor-
mance obtained with the modified processing are
likely to be seen in audiovisual consonant recogni-
tion tests, although the size of the improvement may
be reduced.

SUMMARY AND CONCLUSIONS

The following points summarize the major
findings of the present study:

1. Results obtained on two subjects with normal-
hearing with a vocoder-based frequency-low-
ering system showed that the intelligibility of
fricative, stop, and affricate consonants was
improved by an average of 6 percentage points
over low-pass filtering, while the intelligibility
of semivowels and nasals was degraded by 12
percentage points on the average. The present
study replicated results obtained by Lippmann
(8), who used only fricative, stop, and affricate
sounds and found an average improvement of
10 percentage points over low-pass filtering. In
addition, the preliminary study indicated a
degradation in performance for vowel-like con-
sonants.

2. Based on the results obtained with the original
frequency-lowering system, this system was
modified so as to suppress the processing
whenever low frequency components domi-
nated the input signal. In this manner, it was
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hoped that the modified system would maintain
the processing advantage for stops, fricatives,
and affricates while not degrading semivowels
and nasals. This modification was achieved by
measuring and comparing two additional sig-
nals, the high and low frequency energies of the
input signal. When the low frequency energy
exceeded the high frequency energy by a speci-
fied threshold amount, the processing was
suppressed; otherwise, the system performed as
before. Results indicated that the modified
system further improved the intelligibility of
stop, fricative, and affricate consonants by an
average of 9 percentage points over low-pass
filtering. In addition, the intelligibility of
semivowels and nasals was similar for process-
ing (with the modified system) and filtering.
The ability to use spectral and temporal high
frequency cues available in the lowered speech
was facilitated by training. Each subject im-
proved his or her ability to perceive lowered
speech with training and required an average of
15 hours of training to reach a stable perfor-
mance level for each system tested.
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Abstract—An ideal hearing aid for a peripheral hearing
loss would process the incoming signal in order to give a
perfect match between the cochlear outputs of the
impaired ea1 and a reference normal ear. As a first step
toward this objective, a model of the normal and
impaired peripheral auditory system was used to derive
the optimal hearing-aid processing filter based on a
minimum mean-squared error criterion. The auditory
model includes the compression and suppression effects
of the cochlear mechanics and the sensitivity of the neural
transduction process. Simplifying assumptions were then
incorporated into the processing to yield a practical
frequency-dependent adaptive gain system. Processing
examples of several individual speech sounds are pre-
sented for a flat hearing loss, and the results indicate that
a three-channel compression system with adjustable gains
and band edges will be close to the optimal solution for
this case.

Key words: frequency dependent adaptive gain system,
hearing aid, hearing aid processing filter, three channel
compression system.

INTRODUCTION

An ideal hearing aid for a peripheral hearing
loss would process the incoming signal in order to
give a perfect match between the cochlear outputs of
the impaired ear and those of a reference normal
ear. Implementing this ideal system would require
access to the complete set of neural fibers in the

Address all correspondence and requests for reprints to: James M.
Kates, PhD, Center for Research in Speech and Hearing Sciences, City
University of New York, Gradu ¢ Center, Room 901, 33 West 42nd
St., New York, NY 10036.

39

impaired ear and to a corresponding set of outputs
from an accurate simulated normal ear. The simu-
lated normal outputs could then be substituted
directly for the neural responses of the impaired ear.
In designing a hearing aid, however, one can only
indirectly influence the neural outputs by modifying
the acoustic input to the ear. Hearing-aid processing
thus represents a compromise in which the acoustic
input is manipulated to produce an average im-
provement in the accuracy of the assumed neural
responses in the impaired ear.

Even though the ideal solution is not feasible,
one can still consider an optimal hearing aid that
modifies the acoustic signal to produce the best
possible match between the outputs of simulated
normal and impaired ears. An advantage of deriving
an optimal system is that it requires an explicit
mathematical statement of the problem and of the
criterion being used for the solution. Thus the ad
hoc nature of conventional hearing-aid design is
replaced by a more rigorous procedure. But since
the objective is to match the outputs of the impaired
and normal ears, this procedure will still have
embedded within it a set of assumptions about
auditory behavior and auditory impairment. There-
fore, true optimality may not be achieved due to
limitations in the understanding of the auditory
system.

The most obvious feature of impaired hearing is
the shift in auditory threshold. Since the hearing loss
tends to vary with frequency, there have been
attempts to compensate for the threshold shift with
wide dynamic-range compression systems that have
behavior that also varies with frequency. While
there has been some limited benefit reported for
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two-channel compression systems (1,2), multi-
channel compression systems have not demonstrated
any significant advantage when compared with
broadband compression (3,4,5). It thus appears that
building more complicated compression systems
does not automatically lead to improvements in
speech intelligibility.

Improvements in speech recognition or sound
quality will require a processing system that better
matches the output of the impaired ear to that of the
normal ear. The derivation of an optimal processor
will indicate the best possible signal processing .or
those aspects of the problem that can be improved.
By concentrating on auditory function, rather than
on the characteristics of speech, the resultant signal
processing will be effective independent of the
auditory stimulus; the structure of the optimal signal
processing will place an upper bound on the com-
plexity of compression algorithms that should be
implemented in practical devices.

In the next section of the paper, the problem of
designing a hearing aid is stated mathematically, and
the general form of the solution is derived. Specific
features of the auditory system are then described;
compression, the sensitivity of the neural trans-
duction process, and two-tone suppression are incor-
porated into the auditory model. These features lead
to an approximate solution that has a sirmple digital
implementation, and examples of processed speech
sounds are presented for the new compression
algorithm. The relationships between the optimal
algorithm and other compression systems are then
discussed.

METHOD

Optimal Filter

The hearing aid and impaired ear form the
system for which the optimal filter is being designed,
with the normal ear as the reference. A block
diagram of this system is presented in Figure 1. The
input signal is X :), where k is the frequency index
at the output oi a fast Fourier transform (FFT).
This signal is processed by the auditory analysis
filters H, (k) in the normal ear to produce the
normal outputs Y (k), where m is the channel index
for the analysis filters. The filter function H, (k)
includes the gain and frequency analysis of the

i

Hy (k) Y,(k)

X{(k) H, (k) Y, ()

Hy (k) Yulk)

) §

6,(k) 2,k

CORRECTION «
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Gulk) (k)

IMPAIRED

Figure 1,
Block diagram of the hearing-aid processing and the auditory
system output.

cochlear mechanics and the sensitivity of the neural
transduction process. The fine structure of the inner
hair-cell neuron response is not included in this
analysis, although it could be part of a more
detailed solution that would attempt to match
simulated neural firing patterns. The input signal
X(k) also goes through the hearing-aid correction
filter C(k), after which it is processed by the
auditory analysis filters of the impaired ear, indi-
cated by G, (k), to yield the impaired outputs Z_,(k).

The design objective for the correction filter is
the minimization of the differences between the
outputs of the impaired ear and those of the normal
ear. The criterion chosen is the mean-squared error
between the sets of auditory outputs, summed across
frequency for each analysis filter and averaged
across all of the analysis filters that constitute the
auditory model. The error is thus

BE=_l ¥ VWiz.w-Y.0P 0
M, L) T

m=1 k=0

where M is the total number of auditory analysis
filters in the model. Substituting the filtered inputs
for the outputs yields

E=_L ¥ Y [COXK)G() - XWH LK) [2]
w.L L " "

m=1 k=0
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Setting to zero the partial derivative of the error
with respect to the correction filter coefficients
yields the optimal filter, given by

Ck) = )'5 H, (K)G*,(K) / f':IGm(k)I2 13
=1 m=1

The filters in the ear change in response to the signal
level, so adjusting C(k) may cause additional
changes in the auditory filters G, (k) that represent
the impaired ear. Thus several iterations may be
required to converge to the solution.

The behavior of the correction filter is essen-
tially to remove the effects of the impaired ear and
to substitute the effects of the normal ear. The exact
nature of the optimal solution, however, will depend
on the specific model of normal and impaired
cochlear function, since this determines the charac-
teristics of the auditory filters H, (k) and G,(k).

Auditory Model

The auditory model includes the effects of the
mechanical behavior of the cochlear partition and
the sensitivity of the neural transduction process.
The purpose of the model is to represent the
compression, gain, and frequency resolution in the
normal and impaired ears. The model will be used to
create a frequency-domain signal-processing system
as shown in Figure 1, with a linear-phase correction
filter C(k). The temporal features of the auditory
processing, such as the variation of the auditory
filter impulse-response duration with signal level (6),
and the adaptation of the neural firing rate (7) are
not included, even though they can be implemented
in a more detailed model of auditory function (8).
The features that are included in the simplified
model presented here are those that will most
strongly affect the average gain of the correction
filter as a function of frequency.

Auditory Filters and Compression

The auditory analysis filters in the normal ear
are narrow band-pass filters having high gain at low
signal levels, and tend toward low-pass filters having
low gain at high signal levels. The shape of the
idealized filter used in the auditory model is approx-
imated by the solid line in Figure 2 for a stimulus at
auditory threshold, and is based on the tuning
curves measured physiologically in mammals (9,10),
and psychophysically in humans (11). The peak of
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Figure 2.

Idealized auditory analysis filter shape for the condition of
maximum filter gain g, (solid line) and reduced gain due to
increased signal level or outer haircell damage (dashed line). The
filter bandwidth at auditory threshold is indicated by CB.

the filter response is at the characteristic frequency
f., and the filter skirts decay to give a response of
0 dB at f./2 and decay even more rapidly above the
characteristic frequency. Below 350 Hz, the response
rolls off due to the transfer function of the middle
ear (12).

The bandwidth of the auditory filters varies
with frequency, being approximately proportional to
the filter center frequency (constant-Q) at high
frequencies and approaching constant bandwidth at
low frequencies. The psychophysical correlate is the
critical band (13,14), indicated by CB in Figure 2.
The equivalent rectangular bandwidth of the critical
band corresponds to a distance of approximately
0.9 mm along the cochlea at low signal levels (15).
Additional variation of the filter characteristics with
frequency, such as the reduced tip-to-tail ratio of the
auditory filters at low frequencies (9) and the
reduced relative gain of the auditory filters at low
frequencies and at very high frequencies (10), have
been ignored in this approximate cochlear model.

The maximum gain of the auditory filter is g,
which in a healthy cochlea can approach 60 dB for a
sinusoid at auditory threshold. Increasing the signal
level results in a decrease of gain and a broadening
of the auditory filters (16), until at high levels the
gain can be reduced to a level close to 0dB. In a
cochlea with extensive outer hair-cell damage, the
filter shape and gain is similar at all levels to that of
the healthy cochlea at high signal levels (17). The
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approximate change in filter shape and gain due to
outer hair-cell damage or to an increase in signal
level is indicated in Figure 2 by the dashed line
truncating the filter response at a gain below g,
while preserving the rest of the filter shape. Since
the filter bandwidth increases with increasing signal
level, a distance of 1.2 mm along the cochlear
partition was used in the model to approximate the
bandwidth at signal levels typical of speech.

To estimate the compression ratio in the healthy
cochlea, assume that an input at 0 dB sound
pressure level (SPL) receives 60 dB of gain, while an
input at 100 dB SPL receives 0 dB of gain. The
resultant compression ratio is 2.5:1. A severely
impaired cochlea, on the other hand, would have
0 dB of gain at all input signal levels due to the
outer hair-cell damage, resulting in a linear system.
Total outer hair-cell damage results in a threshold
shift of no more than 60 dB, since that is the
maximum amount of gain provided by the cochlear
mechanics. Hearing losses greater than 60 dB must
therefore be accompanied by damage to the neural
transduction mechanism, and support for this is
provided by Liberman and Dodds (18), who showed
that inner hair-cell damage results in a threshold
shift but no apparent change in the mechanical
behavior of the cochlea. Thus outer hair-cell dam-
age, in this model of hearing loss, causes a loss of
sensitivity and a reduction in the compression ratio,
while inner hair-cell damage causes a linear shift in
sensitivity.

The gain in the correction filter depends on the
gain in the normal and impaired ears for the
incoming acoustic signal. Let the signal level in a
given auditory analysis band be x dB. The gain in
the normal ear will then be

Goorm = 60 190~X 4B 0<x<100dB  [4]
100

given the auditory gain assumptions used above.
The compressive gain in the impaired ear is assumed
to be reduced proportionally by the amount of the
outer hair-cell damage, with an additional linear
reduction in gain due to the amount of inner
hair-cell damage, giving a gain of

Gynp = 60 100=% 60-Lo _j 0<x<100dB (5]
100 60

where L, is the hearing loss in dB due to the outer
hair-cell damage, 0 < L, < 60dB, and L; is the
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Figure 3.

Compression amplifier input/output curves within an auditory
filter band for the model of hearing loss.

hearing loss in dB due to the inner hair-cell damage.
The gain provided by the optimal correction filter,
treating this band in isolation, is then given by
Grorm — Gimp» and this leads to the family of
processing input/output curves shown in Figure 3,
where it has been assumed that a hearing loss of less
than 60 dB is due exclusively to outer hair-cell
damage and a hearing loss of greater than 60 dB is
comprised of a 60 dB loss due to outer hair-cell
damage with the iemainder of the loss due to inner
hair-cell damage. Hearing losses of less than 60 dB
cause a change in the compression ratio, and losses
greater than 60 dB add a linear shift in gain in
addition to the maximum compression ratio of
2.5:1.

The compression model is consistent with fit-
ting procedures, such as the half-gain rule, that have
been developed for moderate hearing losses. For
example, a narrow-band input at 50 dB SPL would
get 30 dB of gain in the healthy cochlea given the
compression action represented by Equation [4],
while a 60 dB loss due exclusively to outer hair-cell
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damage would result in 0 dB of gain for the same
stimulus as indicated by Equation [5]. Thus, 30 dB
of gain, or half the hearing loss, equalizes the levels
that excite the inner hair cells within the auditory
analysis band. For more severe losses, where inner
hair-cell damage must also be assumed to exist,
additional gain beyond the half-gain rule is needed
according to the model given in Equation [5], and
this has indeed been found to be the case in
hearing-aid fittings (19).

Suppression

The second aspect of auditory function that
strongly influences the gain in the cochlea is sup-
pression. Physiological measurements of suppression
in a normal ear (20,21,22) show that the neural
response to a probe tone can be reduced by the
simultaneous introduction of a second tone, termed
the suppressor. The magnitude of the suppression is
approximately linear, that is, increasing the suppres-
sor amplitude by 10 dB will reduce the amplitude of
the neural response to the probe to be approximately
that of a probe having a 10 dB lower intensity. This
effect, over a wide intensity range, depends only on
the frequency and magnitude of the suppressor (21).
At a stimulus level of 56 dB SPL, representative of
speech one-third-octave band intensity levels, the
effect of the suppressor has been shown in
psychophysical experiments to extend over a fre-
quency region from approximately one-half octave
above to one octave below the probe frequency (23).
Psychophysical effects for complex suppressors con-
sisting of more than one sinusoid indicate that the
suppression is dominated by the most intense
sinusoidal component present in the complex
(24,25).

The major features of the data cited in the
above paragraph can be reproduced by a simple
signal-processing model of suppression in the co-
chlea. When computing the compression gain for an
auditory filter, the signal power within the filter is
replaced by the maximum signal power observed
over a frequency region extending approximately
one-half octave above to one octave below the filter
characteristic frequency. As a result of the signal-
level substitution, the cochlear gain in the auditory
model for any given frequency region will be
determined by the most intense signal component
within that region. Increasing the intensity of the
strongest signal component will cause a reduction in
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the system gain due to the compression, and this
gain change will affect all of the less intense signal
components within the frequency region. Thus both
the frequency- and gain dependence of the cochlear
response to a probe in the presence of a suppressor
are incorporated into the auditory model.

Outer hair-cell damage reduces the suppression
effects in impaired ears (26,27), and this behavior is
reproduced qualitatively in the suppression model.
Total outer hair-cell loss, for example, results in a
linear system given the compression model, and no
suppression will be observed because the gain is a
constant independent of the signal. Intermediate
amounts of outer hair-cell damage will cause an
intermediate reduction of the suppression in the
model; the largest amounts of suppression will be
observed at the higher compression ratios associated
with mild hearing losses, and reduced amounts of
suppression will be observed at the lower compres-
sion ratios associated with more severe hearing
losses.

More detailed suppression behavior in impaired
ears is not incorporated into the model. In particu-
lar, destruction of outer hair cells in the frequency
region of the suppressor will reduce the magnitude
of the suppression, even when the cochlear behavior
in the region of the probe tone appears to be normal
(26,28). This effect will be most pronounced for a
region of normal hearing bordered above and below
by regions of impaired hearing. The assumption
made in the suppression model is that this type of
hearing loss rarely occurs, and that the reduction in
suppression in the impaired ear can normally be
described by the hearing loss within the auditory
filter. Thus the additional processing compiexity of
incorporating the details of suppression behavior in
the impaired ear is not warranted given the small
difference anticipated in the hearing-aid gain func-
tion.

Simplified Algorithm

The optimal hearing-aid correction filter given
by Equation [3] requires that the output of every
auditory filter in the model be computed at every
frequency in the FFT, leading to a substantial
amount of computation. The amount of computa-
tion can be greatly reduced, with only a small
sacrifice in accuracy, by replacing the auditory filter
of Figure 2 with an equivalent rectangular bandpass
filter; the auditory filter output is then computed
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over just the rectangular pass-band region, with the
remaining frequencies set to zero. This simplifica-
tion leads to a correction filter given by

Ck) = H,(KGA(K) / |Grk)|? (6]

for frequencies k contained within auditory filter m.
For a zero-phase hearing-aid system that ignores the
auditory filter phase characteristics, the correction
filter simplifies even further to yield

Ck) = Hy(k) / Gy(k) 7

again for frequencies k contained within auditory
filter m, and where the filters representing the
normal and impaired ears now have a constant gain
with zero phase shift within the pass-band and zero
gain outside the pass-band. Since most of the
auditory filter output power derives from signal
components within the pass-band, the effect of the
simplification on the optimal correction filter will be
minimal, although there may be a slight increase in
the low-frequency hearing-aid gain computed for the
conditions of total outer hair-cell damage or very
intense low frequency maskers since the simplified
solution of Equation [7] ignores the effects of
upward spread of excitation.

The correction filter given by Equation [7] is
superficially similar to a multichannel system using
wide dynamic-range compression. In most compres-
sion systems, however, the gain is computed inde-
pendently in each channel (3). The suppression
incorporated into the auditory model, on the other
hand, links the computed gain values across chan-
nels to reduce the variation of system gain with
frequency. Thus it is the auditory model that has the
greatest influence on the simplified nearly optimal
solution and provides its unique characteristics.

The simplified solution of Equation [7] was
implemented in a frequency-domain processing sys-
tem. The incoming speech is sampled at a 20 kHz
rate, and divided into segments of 512 samples
(25.6 msec) having a 50 percent overlap and
weighted with a triangular (Bartlett) window. The
spectrum is computed using the FFT, and the signal
magnitude is computed in fixed auditory analysis
bands corresponding to a distance of 1.2 mm aiong
the cochlea and having an overlap of 0.6 mm; the
variation of filter bandwidth with signal level is
ignored in this simplified system. The correction
filter gain is then computed in decibels for each
analysis band, using as a reference signal level the

peak output of the auditory analysis bands over a
region one octave below to one-half octave above
the auditory band center frequency, as explained in
the description of the suppression model. The gain
calculations take into account the postulated outer
and inner hair-cell damage for the impaired ear
described in the compression model. The logarith-
mic gain values for each auditory analysis band are
then interpolated across frequency, converted to
linear gain values, and used to multiply the input
spectrum to obtain the hearing-aid output using an
overlap-add procedure.

Examples

The examples are individual phonemes excised
from isolated consonant-vowel and vowel-consonant
speech tokens produced by an adult male talker. The
tokens are at a signal-to-noise ratio (SNR) of 25 dB,
with the noise being multitalker babble from the
SPIN test tape, and the root-mean-squared (rms)
overall level of each speech token was adjusted to be
79 dB SPL. The impaired hearing was set to a flat
60 dB loss assumed to be due entirely to outer
hair-cell damage, so the correction filter includes
compression but not linear gain given the assump-
tion of no inner hair-cell damage. Since the com-
pression in the processing is wide dynamic range, a
shift in the input speech level will cause a smaller
compressed shift in the processed output level, but
the shape of the hearing-aid frequency response will
not change given the flat hearing loss.

RESPONSE. o8
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Figure 4.

/a/ in *ka’’: (a@) speech spectrum, (b) spectrum in auditory
analysis bands, and (¢) computed hearing-aid gain for a flat
60 dB loss.
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The first example is a steady-state portion of the
vowel /a/ in “‘*ka.” The magnitude spectrum of the
speech segment is shown in Figure 4 as curve (a),
along with the spectrum grouped in auditory analysis
bands shown by curve (b) and the hearing-aid gain
shown by curve (¢). The vowel second formant at
about 1,200 Hz is quite close to the first formant at
about 750 Hz, so the first formant peak dominates
the gain value computed in the region that contains
both formants. The third formant is at about 2,800
Hz, which is more than an octave away from the
first or second formants, and so the third formant
controls its own distinct gain region. Since the level
of the third formant is lower, it receives more gain
than the first or second formants. Similarly, the low
frequencies also form a region of constant gain
determined by the peak at around 200 Hz.

The suppression model thus forms regions of
constant gain around the major peaks of the
spectrum. The hearing-aid gain function is much
smoother than the speech spectrum, and can be
represented by a set of plateaus separated by narrow
transition regions. Formants that are close together
will receive the same gain, thus preserving the details
of the local spectral shape, while formants that are
farther apart will receive separate gains that will
amplify the weaker formant relative to the stronger,
thus improving its expected detectability.

The remaining three examples are consonants
that differ in their regions of primary spectral power
density. The onset of the consonant /p/ in “‘pa”’ is
shown in Figure 5. The spectrum, shown by curve
(a), has most of its power at low frequencies, and
the auditory band powers shown by curve (b) show
the same pattern. The computed hearing-aid gain,
shown by curve (¢), is separated into a low-
frequency region below 1,500 Hz and a high-
frequency region above 2,500 Hz. The low-fre-
quency gain is constant below about 1,200 Hz since
the two low-frequency peaks in the auditory band
spectrum have the same level. The high-frequency
gain above 2,500 Hz reaches an asymptote deter-
mined by the background speech babble. As was
noted for the vowel example of Figure 4, the hearing
aid gain for the consonant also forms regions of
constant gain due to the suppression model, with the
gain within each region determined by the outer and
inner hair-cell loss.

T2 second consonant example is just after the
onset of /k/ in ‘‘ka.” As shown in curve (a) of
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Figure 6, this consonant has a concentration of
power in the midfrequencies around 1,600 Hz. The
higher mid-frequency signal level in the auditory
analysis bands, shown by curve (b), results in the
reduced hearing-aid gain shown by curve (c¢) for this
frequency region. The peak level of the consonant
determines the gain over an octave-and-a-half range,
so the shape of the spectral peak is preserved. The
gain to either side of the peak is essentially flat,
being set by the local peaks at low and high
frequencies, so the hearing-aid response is neatly
divided into three gain regions.

The last consonant example is from a steady-
state portion of /sh/ in ‘‘ish.’” This fricative has
most of its power at the high frequencies, as shown
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/p/ in ‘“‘pa’’: (@) speech spectrum, (b) spectrum in auditory
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analysis bands, and (c¢) computed hearing-aid gain for a flat
60 dB loss.




48

Joumal of Rehabilitation Research and Development Vol. 30 No. 1 1993

in Figure 7 by the spectrum of curve (a) and the
auditory analysis bands of curve (b). The hearing-
aid gain, shown by curve (c¢), has a region of
constant gain at high frequencies extending half an
octave below and one octave above the high fre-
quency peak at about 2,600 Hz. The low-frequency
gain is essentially flat, and there is a broad transi-
tion band between the low-frequency and high-
frequency regions. The complete outer hair-cell
damage assumed in the examples has resulted in the
maximum compression ratio of 2.5:1 being used in
the system, so the overall spectral contrast has been
reduced by the processing while the local variations
and the shape and sidelobes of the spectral peak
have been preserved.

DISCUSSION

The examples for a flat hearing loss show that
the optimal hearing-aid processing is characterized
by a limited number of regions of constant gain.
This is a direct result of the auditory behavior
assumed in the processing, since the suppression
model causes each significant peak in the speech
spectrum to control the gain over a region of one to
one-and-one-half octaves. Thus the hearing-aid gain
curves show two or at most three regions of constant
gain, separated by gradual transition regions, and
this basic pattern holds for all of the speech sounds
studied. This processing behavior is illustrated sche-
matically in Figure 8. The optimal hearing aid is
approximated by a three-band system, where the
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Figure 7.

/sh/ in *‘ish”’: (a) speech spectrum, (b) spectrum in auditory
analysis bands, and (¢) computed hearing-aid gain for a flat
60 dB loss.

gain in each band and the location of the band edges
describe the frequency response of the system for a
flat lcss. More than three bands are not needed due
to the interaction of the speech spectrum peaks and
the modeled effects of auditory suppression.

For a hearing loss that varies with frequency,
the hearing aid response becomes more complicated.
The curve of Figure 8 now represents the regions of
gain control related to the input speech signal, since
the signal value used to compute the processing gain
is determined by the speech peaks interacting with
the suppression model. This control signal value is
then used as the input to the gain computation based
on the degree of outer and inner hair-cell loss at
each frequency in the compression model. For a
hearing loss that varies slowly with frequency, a
three-band system with constant gains based on the
central frequency in each band will still be a
reasonable approximation. For a steeply sloping
hearing loss, a level dependent frequency equaliza-
tion curve will be required within each of the control
bands indicated in Figure 8, and in this case the
general FFT-based algorithm implemented in this
paper or an equivalent multichannel system having
cross-linked gains would be preferable.

The inclusion of suppression in the auditory
model provides a system that reduces spectral
contrast between broad, widely separated regions of
the spectrum, but preserves the spectral shape within
each region. The regions are determined by the input
signal spectrum, while the gains within them are
determined by the hearing loss. Thus the processing
continuously adapts to both the signal spectrum and
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Figure 8.
Frequency response for a three-channel compression system that
approximates the optimal hearing aid.
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the auditory impairment. This system may offer
benefits in comparison with two-channel compres-
sion systems having fixed filter crossover frequencies
(2); a system having fixed filter band edges may
provide inadequate amplification to a weaker speech
sound located within the same frequency channel as
a more intense sound, since the gain within the
channel is determined by the total signal power. The
optimal system, however, will provide additional
gain for the weaker sound if its spectral power peak
is sufficiently distant from that of the more intense
sound.

The optimal system may also work better than
many recent multichannel systems. Systems having
independent gains in each channel (3) can cause wide
differences in gain between nearby channels, and the
concomitant flattening of the spectrum may reduce
intelligibility. The broad regions of uniform gain in
the optimum algorithm avoid this problem. The
algorithm presented in this paper may also be more
effective than compression systems that globally
reduce the spectral contrast (4,5), since in the
optimal processing the less intense regions of the
spectrum receive additional gain, but there is no
change in the spectral shape of a significant peak or
in the relative amplitude of its sidelobes. The gains
determined by the optimal processing algorithm
indicate that only a modest amount of spectral
modification is needed for the hearing-impaired;
large spectral changes may increase rather than
reduce the error between the auditory outputs in the
impaired and normal ears that is used as the design
criterion.

The relevance of the mathematically optimal
solution is dependent on the accuracy of the
optimization criteria and the assumptions built into
the problem formulation and solution. Other opti-
mization criteria, such as minimizing a mean-
squared error formulation more representative of
average neural firing rates, may yield better process-
ing since the use of the linear outputs favors the
higher signal levels. This change, however, would
not cause any substantial differences in the simpli-
fied algorithm. Weighting the error would also
influence the processing; the correction filter can
match one auditory-filter output exactly or many
outputs approximately, so a weighting function
would apportion the accuracy of the match across
auditory filter channels. It may also prove advanta-
geous to provide a compression threshold in the
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processing algorithm in order to limit the gain for
low-level sounds, thereby reducing the annoyance of
some background noises.

The optimal processing system may also have
applications beyond hearing aids, especially since no
assumptions about speech or any other specific
signal characteristics have been designed into the
processing. Broadband compression for audio sig-
nals, for example, can be accomplished by setting a
fixed compression ratio (e.g., 2:1) in the algorithm,
which would be equivalent to selecting a mild-to-
moderate flat loss due exclusively to outer hair-cell
damage. Stereophonic sigr.als would require select-
ing the same processing gain in both signal channels;
one approach would be to control the gain with a
composite spectrum made up of the larger of the left
and right channel outputs in each auditory analysis
band.

CONCLUSIONS

This paper has presented a new hearing-aid
processing approach based on minimizing the mean-
squared error between the outputs of simulated
normal and impaired cochleas. An optimal solution
was derived, and the salient features of the solution
were preserved in a simplified frequency-domain
algorithm having an efficient digital implementa-
tion. The resulting hearing-aid processing system is
dependent solely on the characteristics of the mod-
eled cochlea, and not on any assumptions about the
nature of the speech signal. Thus the processing
should work equally well on speech, music, and
environmental sounds. Since the structure of the
algorithm is clearly dependent on the optimization
criterion and on the characteristics of the model
used to represent normal and impaired hearing,
inadequacies in the auditory model will limit the
effectiveness of the signal nrocessing. Even though
the system is promising, it will still be imperfect due
to the inability to completely model the auditory
periphery and the effects of hearing loss.

The auditory model includes cochlear suppres-
sion effects, and this provides an important differ-
ence between the new algorithm and previous
multichannel compression systems. Because of the
modeled suppression, the hearing-aid gain is typi-
cally divided into two or three frequency regions,
with the gain in each region governed by the most
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intense spectral peak within the region. This results
in a gain function that varies smoothly with fre-
quency, increasing the relative gain of the less
intense spectral regions while preserving the details
of the spectral shape within each region. The speech
examples for a flat hearing loss indicate that a
three-channel system with variable channel gains
and crossover frequencies can be designed to have
performance close to that of the optimal system.
Additional independent channels do not appear to
be necessary in a hearing aid and may even be
counterproductive, since additional spectral modifi-
cations may increase rather than reduce the error
between the auditory outputs in the impaired and
normal ears that is the hearing-aid design criterion.
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Abstract—This paper describes a series of experiments
evaluating the effects of digital processing of speech in
noise so as to enhance spectral contrast, using subjects
with cochlear hearing loss. The enhancement was carried
out on a frequency scale related to the equivalent
rectangular bandwidths (ERB:) of auditory filters in
normally hearing subjects. The aim was to enhance major
spectral prominences without enhancing fine-grain spec-
tral features that would not be resolved by a normal ear.
In experiment 1, the amount of enhancement and the
bandwidth (in ERBs) of the eahancement processing were
systematically varied. Large amounts of enhancement
produced decreases in the intelligibility of speech in noise.
Performance for moderate degrees of enhancement was
generally similar to that for the control conditions,
possibly because subjects did not have sufficient experi-
ence with the processed speech. In experiment 2, subjects
judged the relative quality and intelligibility of speech in
noise processed using a subset of the conditions ot
experiment 1. Generally, processing with a moderate
degree of enhancement was preferred over the control
condition, for both quality and intelligibility. Subjects
varied in their preferences for high degrees of enhance-
ment. Experiment 3 used a modified processing algo-
rithm, with a moderate degree of spectral enhancement,
and examined the effects of combining the enhancement
with dynamic range compression. The intelligibility of
speech in noise improved with practice, and, after a small
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amount of practice, scores for the condition combining
enhancement with a moderate degree of compression were
found to be significantly higher than for the control
condition. Experiment 4 used a subset of conditions from
experiment 3, but performance was assessed using a
sentence verification test that measured both intelligibility
and response times. Scores on both measures were
improved by spectral enhancement, and improved still
more by enhancement combined with compression. The
effects were statistically more robust for the response
times. When expressed as equivalent changes in speech-to-
noise ratio, the improvements were about twice as large
for the response times as for the intelligibility scores. The
overall effect of spectral enhancement combined with
compression was equivalent to an improvement of speech-
to-noise ratio by 4.2 dB.

Key words: compression, hearing impairment, response
times, spectral enhancement, speech intelligibility.

INTRODUCTION

People with moderate sensorinecural hearing
impairment often complain of difficulty in under-
standing speech in noise. They can understand
speech reasonably well in one-to-one conversation in
a quiet room, but they have great difficulty when
there is background noise or reverberation, or when
more than one person is talking. This difficulty
appears to be related to a variety of abnormalities in
the perception of sound (1) anc it persists even when
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the speech is amplified sufficiently (by a hearing aid)
to be well above the threshold for detection (1,2).

Reduced frequency selectivity is a well-docu-
mented abnormality that is associated with
sensorineural hearing loss and which can affect
speech perception in noise. Frequency selectivity
refers to the ability of the ear to resolve a complex
sound into its frequency components. This ability is
often characterized by describing the ear as contain-
ing a bank of overlapping bandpass filters, known
as the auditory filters (3). The characteristics of
these filters for normally hearing people have been
reasonably well established (4,5,6,7). Sensorineu.al
hearing loss, and particularly cochlear hearing loss,
is associated with broader-than-normal auditory
filters, that is, reduced frequency selectivity (8,9).
Several studies have shown that the ability to
understand speech in noise is correlated with mea-
sures of auditory filter bandwidth, although the
effects of filter bandwidth are difficult to separate
from the effects of a simple loss of sensitivity to
weak sounds, since the two are highly correlated
(10,11,12). It seems likely that impaired frequency
selectivity is at least partly responsible for reduced
ability to hear speech in noise, although this causal
link has not been universally accepted (13).

One mechanism by which impaired frequency
selectivity could affect speech perception in noise
involves the perception of spectral shape. The
recognition of speech sounds requires a determina-
tion of their spectral shapes, especialiy the locations
of spectral prominences (usually formants). One
representation of spectral shape in the auditory
system is called the excitation pattern. The excita-
tion pattern of a given sound may be defined as the
magnitude of the outputs of the auditory filters in
response to that sound as a function of filter center
frequency (4,6). The excitation pattern resembles a
smoothed version of the spectrum. Broader auditory
filters produce a more highly smoothed representa-
tion of the spectrum. If spectral features are not
sufficiently prominent, they may be smoothed to
such an extent that they become imperceptible. In
one study where degree of spectral contrast was
varied, the contrast (decibel {dB] difference between
peaks and valleys in the spectrum) required for
vowels to be identified was shown to be greater for
impaired than for normal listeners (14). Adding a
noise background to speech fills in the valleys
between the spectral peaks and thus reduces their

prominence, exacerbating the problem of perceiving
them for people with broadened auditory filters.

A second possible effect of reduced frequency
selectivity on speech perception in noise is connected
with the temporal patterns at the outputs of individ-
ual auditory filters. The perceived frequency of a
given formant and/or the fundamental frequency of
voicing may be partly determined by the time
pattern at the outputs of the auditory filters tuned
close to the formant frequency (15,16). Background
noise disturbs this time pattern, which may lead to
reduced accuracy in determining these frequencies.
This effect would be greater in a person with
reduced frequency selectivity, since broader filters
generally pass more background noise.

If reduced frequency selectivity impairs speech
perception, then enhancement of spectral contrasts
might improve it for the hearing-impaired person.
Either of the two mechanisms outlined above, one
based on degradation of spectral shape and the
other on degradation of temporal patterns, provides
a rationale for performing spectral enhancement. If
spectral features are smoothed by an impaired
auditory system, then preprocessing the signal to
enhance spectral contrasts can produce an excitation
pattern that more nearly resembles the excitation
pattern evoked by an unprocessed signal in a normal
auditory system. The impaired auditory system can
be thought of as convolving the spectrum with a
smoothing function, and spectral contrast enhance-
ment can be thought of as a partial deconvolution
process. If temporal patterns are disturbed by the
noise passing through a broadened auditory filter,
then enhancing those portions of the spectrum
where the signal-to-noise ratio is highest (the peaks)
and suppressing those portions where it is lowest
(the valleys) should minimize this effect.

Several authors have described attempts to
improve speech intelligibility for the hearing im-
paired by enhancement of spectral features. Boers
(17) processed a set of sentences so as to increase the
level differences between peaks and valleys in the
spectrum. Noise was added after the processing, and
the effects of the processing were assessed by
measuring the speech-to-noise ratio required for 50
percent of the words to be understood. Overall, the
processing reduced intelligibility, although two im-
paired listeners did show a slight improvement with
the processed signals. Even if it had systematically
improved intelligibility, this kind of processing
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would not be feasible with naturally occurring
signals; with these the speech would already be
contaminated with noise, and the processing would
have to operate on the speech-plus-noise.

Summerfield, et al. (18), synthesized *‘‘whis-
pered”’ speech sounds, and investigated the effect of
narrowing the bandwidths of the formants (spectral
resonances) used in synthesis. Narrowing these
bandwidths led to both sharper spectral peaks and
greater peak-to-valley ratios. However, it had only
small effects on speech intelligibility; identification
of consonants at the end of syllables tended to be
slightly better for both normal and impaired listen-
ers when the formant bandwidths were half their
nominal normal values. Speech intelligibility in noise
was not tested.

Simpson, et al. (19), described a method of
digital signal processing of speech in noise so as to
increase differences in level between peaks and
valleys in the spectrum. Before spectral enhance-
ment, the spectra were smoothed to eliminate minor
peaks and ripples, using smoothing filters based on
the properties of the auditory filters in normal ears.
The enhancement was also done on a frequency
scale related to the frequency resolution of normal
ears (4). The enhancement procedure involved con-
volving the spectrum with a Difference-of-Gaussians
(DoG) filter. This operation is similar to taking a
smoothed second derivative of the spectrum. The
spectral pattern obtained in this way was used to
construct a gain function to enhance the original
spectrum. The intelligibility of the speech in speech-
shaped noise was measured using subjects with
moderate sensorineural hearing loss. The results
showed small but reasonably consistent improve-
ments in speech intelligibility for the processed
speech. The processing used by Simpson, et al. ran
at about 200 times real time on a reasonably fast
laboratory computer (Masscomp 5400 with floating-
point accelerator).

Stone and Moore (20) described a speech-
processing system similar to that used by Simpson,
et al., but one that was simpler, and based on
analog electronics running in real time, using a
16-channel band-pass filter bank. Each channel
generated an ‘‘activity function’’ that was propor-
tional to the magnitude of the signal envelope in
that channel, averaged over a short period of time,
A positively weighted activity function from the nth
channel was combined with negatively weighted
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functions from channels n - 2, n = 1, n + 1, and
n + 2, giving a correction signal used to control the
gain of the band-pass signal in the nth channel.
Recombining the band-pass signals resulted in a
signal with enhanced spectral contrast. Two differ-
ent experiments were described, the first using the
activity function as described, and the second using
a nonlinear transform of the activity function. In
both experiments, several different weighting pat-
terns were used in calculating the correction signal.
The intelligibility of speech in speech-shaped noise
processed by the system was measured for subjects
with moderate sensorineural hearing loss. In both
experiments, no improvement in intelligibility was
found. However, subjective ratings of the stimuli
used in the second experiment indicated that some
subjects judged the processed stimuli to have both
higher quality and higher intelligibility than unproc-
essed stimuli.

Bunnell (21) described a method of digital
signal processing to enhance spectral contrasts.
Contrasts were enhanced mainly at middle frequen-
cies, leaving high and low frequencies relatively
unaffected. Unlike the processing used by Simpson,
et al. (19), and by Stone and Moore (20), the
enhancement was performed on a spectral envelope
that was calculated with a linear frequency scale
(using a cepstral smoothing technique) rather than a
scale reflecting auditory frequency selectivity. Small
improvements were found in the identification of
stop consonants presented in quiet to subjects with
sloping hearing losses. No measurements of the
intelligibility of speech in noise were reported.

Several other authors have described methods
of processing speech in noise aimed mainly at
enhancing speech quality and/or intelligibility for
normal listeners or as preprocessors for speech
recognition devices. Lim (22) reviews work done
prior to 1983. Many of the techniques that have
been developed result in improvements of signal-to-
noise ratio (SNR) without any improvement in
intelligibility, and many have been plagued by
artifacts such as the introduction of spurious sounds
as a result of enhancing random spectral peaks.
Cheng and O’Shaughnessy (23) described a method
similar to that used by Simpson, et al. (19), but
differing in several details. They reported an im-
provement in subjective quality for speech in white
noise, based on informal tests with normal listeners.
They used two alternative algorithms—one for
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low-noise conditions where the improvement in SNR
was modest but speech quality (naturalness) was
retained or enhanced, and the other for high-noise
conditions, where there was a large improvement in
SNR but speech quality was degraded. No formal
measurements of speech intelligibility were made.

Clarkson and Bahgat (24) filtered signals into
several contiguous frequency bands and expanded
the envelope in each band, so as to enhance spectral
contrast. A measure of spectral variance was used to
control the amount of expansion. Listening trials
with a simplified real time system showed small, but
reasonably consistent, improvements at 0-dB speech-
to-noise ratio in a modified rhyme test.

In this paper, we describe a series of experi-
ments aimed at further developing the technique of
Simpson, et al. (19). Experiment 1 was a parametric
study using processing similar to that described by
Simpson, et al. The objective was to find optimum
values of two of the parameters used in the
processing. The intelligibility of speech in speech-
shaped noise was measured for several different
conditions involving spectral enhancement. Experi-
ment 2 was carried out using a subset of the
conditions from experiment 1, to determine whether
the spectral enhancement produced improvements in
subjective judgments of speech quality and intelligi-
bility. Experiment 3 investigated the effect of com-
bining spectral enhancement with amplitude com-
pression, with a modified enhancement algorithm,
again using measures of the intelligibility of speech
in speech-shaped noise. Finally, experiment 4 used a
subset of the conditions from experiment 3, but
performance was evaluated in a test measuring both
speech intelligibility and response time. Although
the experiments were primarily concerned with the
intelligibility and quality of speech in noise, infor-
mal listening tests were carried out using speech in
quiet. In all cases, the quality of the processed
speech was judged to be good, by both normal and
hearing-impaired listeners.

EXPERIMENT 1

Method of Speech Enhancement

The technique used for spectral enhancement
was similar to that described by Simpson, et al. (19),
and involved manipulation of the short-term spec-
trum of the speech in noise. Sampled segments of

the signal were windowed, smoothed, spectrally
enhanced, and then resynthesized using the overlap-
add technique (25). Each step is described below.
The steps are also illustrated in Figure 1.

The speech in noise was low-pass filtered at 4
kHz (Fem EF16, 100 dB/oct slope) and sampled at a
10-kHz rate with 12-bit resolution using a
Masscomp 5400 computer with EF12M analog-to-
digital converter. A 12.8-ms segment of the signal
was weighted with a 12.8-ms Hamming window; the
segment was padded with 64 zeros at the start and
64 zeros at the end. A 256-point fast Fourier
transform (FFT) of the windowed segment was
calculated, giving 128 magnitude values and 128
phase values. The phase values were stored and
subsequent operations were carried out only on the
magnitude spectrum.

To avoid enhancing spectral details that would
be undetectable even for a normal ear, the magni-
tude spectrum was transformed to an auditory
excitation pattern, using the convolution procedure
described by Moore and Glasberg (4). This involved
calculating the output of an array of simulated
auditory filters in response to the magnitude spec-
trum. Each side of each auditory filter is modeled as
an intensity-weighting function, assumed to have the
form of the rounded-exponential filter described by
Patterson, et al. (26):

W(g) = (1 + pglexp(-pg), (1]

where g is the normalized distance from the center
of the filter (distance from center frequency divided
by center frequency, Af./f.) and p is a parameter
determining the slope of the filter skirts. The value
of p was assumed to be the same for the two sides of
the filter. The equivalent rectangular bandwidth
(ERB) of this filter is 4f_/p.

The ERBs of the auditory filters were assumed
to increase with increasing center frequency, as
described by Moore and Glasberg (4). As a result of
this calculation, the original 128 magnitude values
were replaced with 128 new values, representing a
smoothed version of the original spectrum. The
smoothing tended to remove minor irregularities in
the spectrum, but to preserve peaks corresponding
to major spectral prominences in the speech.

An enhancement function was derived from the
excitation pattern by a process of convolution with a
DoG function (on an ERB scale). This function is
the sum of a positive Gaussian and a negative

i
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Schematic diagram of the sequence of stages involved in the enhancement processing of Experiment 1. The top row shows all stages

of the processing. The middle row shows the “‘process spectrum”’

spectral processing for a particular frame, for condition E3B2.

Gaussian that has twice the bandwidth of the
positive Gaussian, as described by the following
equation:

DoG(Af) = (1/27)'*[exp{ - (Af/b)?/2} -

(1/2)exp{ - (Af/2b)%/2}],  [2)

where Af is the deviation from the center frequency,
and b is a parameter determining the bandwidth of
the DoG function. Note that the total area of this
function, summed over positive and negative parts,
is zero. In these experiments three values of b were
used, chosen so that the width of the positive lobe
(between the zero-crossing points) wos either 0.5,
1.0, or 2.0 times the ERB of the auditory filter with
the same center frequency (4). Thus, the width of
the DoG function increased with increasing center
frequency. The three bandwidths used will be
referred to as B.5, Bl, and B2.

The DoG function was centered on the fre-
quency of each of the 128 magnitude values of the
excitation pattern in turn. For a given center
frequency of the DoG function, the value of the
excitation pattern at each frequency (in linear power
units) was multiplied by the value of the DoG

stage in more detail. The bottom row shows an example of the

function at that same frequency, and the products
obtained in this way were summed. The magnitude
value of the excitation pattern at that center fre-
quency was then replaced by that sum.

The enhancement function derived in this way
was then used to modify the excitation pattern. At
center frequencies where the enhancement function
was positive, the excitation pattern was increased in
magnitude; at center frequencies where the enhance-
ment function was negative, the excitation pattern
was decreased in magnitude. This was achieved in
the following way. Let the absolute value of the
enhancement function at a particular center fre-
quency be denoted by abs(ENF) and the correspond-
ing sign (positive or negative) of the enhancement
function be denoted sign(ENF). The value of the
enhancement function was converted to a decibel-
like quantity by calculating

G = log(abs(ENF) + 1} xsign(ENF).  [3]

The value of abs(ENF) was generally large (in the
thousands), but 1 was added to it to avoid the
possibility of taking the logarithm of zero. The
value of G was then scaled by a certain factor, E,
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and added to the magnitude of the excitation pattern
at that center frequency—the excitation level being
expressed in decibels. The degree of enhancement of
the spectrum was determined by the size of the
factor E; values used were 0.3, 0.6, and 0.9,
corresponding to small, medium, and large amounts
of enhancement. These degrees of enhancement will
be referred to as E3, E6, and E9, respectively.

The magnitude values from the enhanced exci-
tation pattern, expressed in linear amplitude units,
were then combined with the original phase values,
and an inverse FFT was used to produce a 25.6-ms
segment of spectrally enhanced speech in noise. This
process was repeated every 6.4 ms, and the resultant
overlapping segments were summed to give a com-
plete processed waveform.

In summary, the processing had the effect of
enhancing spectral contrast in the magnitude spec-
trum while preserving the phase spectrum. The
processing was performed with three degrees of
enhancement (E3, E6, and E9) and three values for
the width of the DoG function (B.5, Bl, and B2),
giving nine experimental conditions in total. The
condition E3B1 is similar to that used by Simpson,
et al. (19). In addition, two control conditions were
used. In one, the speech in noise was processed
through all stages except those involving enhance-
ment. Thus, the spectrum was smoothed in the
conversion to the excitation pattern, but was other-
wise unaltered; this corresponds to processing with
the value of E set to 0. We refer to this condition as
EOQ. In the second control condition, referred to as
NULL, the speech in noise was passed through all
stages except the conversion to the excitation pattern
and the enhancement. The conversion to an excita-
tion pattern has the effect of putting a high
frequency emphasis on the spectrum; this happens
because the ERB of the auditory filter increases with
center frequency. Since the NULL condition did not
involve conversion to an excitation pattern, the high
frequency emphasis was obtained in this condition
by increasing the power spectrum at a given fre-
quency by an amount proportional to the ERB of
the auditory filter at that center frequency. The
overall level of the speech-plus-noise was equalized
for all conditions.

Figure 2 shows an example of the spectra of
stimuli processed using conditions NULL (top
panel), EO (middle panel), and E3B2 (bottom panel).
The signal was a synthesized neutral vowel presented
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Figure 2.

Example of the effects of the processing used in Experiment 1,
showing long-term-average spectra of a neutral vowel in noise,
processed using the control condition (NULL-top panel),
condition EO0 (middle panel) and condition E3B2 (bottom
panel).

in speech-shaped noise at a signal-to-noise ratio of 0
dB. The figure shows the long-term-average spectra
of the processed stimuli, not the spectra of individ-
ual frames; the effects of the enhancement process-
ing were generally more pronounced in the latter.
Note how the spectral level between the formants,
especially the second and third formants, is de-
creased by the processing.
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Stimuli

The stimuli were the first 11 lists from the
Adaptive Sentence Lists (ASL) (27) presented in a
continuous background of noise with the same
long-term-average spectrum as the sentences. Sen-
tences were presented at 12-sec intervals, leaving
ample time for subject responses. Most subjects
were tested at a speech-to-noise ratio of 0 dB, both
speech and noise levels being specified in terms of
root-mean-square pressures. Subjects 4 and 6, who
scored poorly at this speech-to-noise ratio, were
tested using a ratio of +3 dB. The score was the
number of key words identified (out of the 45 in
each list). Stimuli were recorded on digital audio
tape (DAT) and presented via a Quad amplifier and
Monitor Audio MA4 loudspeaker.

Subjects

Eleven subjects were tested. All were diagnosed
as having bilateral sensorineural hearing loss, proba-
bly of cochlear origin. Their audiograms and other
relevant information are presented in Table 1. Most
were experienced hearing aid users.

Experimental Design

A Latin Square design was used. All subjects
were tested with the 11 ASL lists presented in the
same, ascending order. Each subject was tested once
in each of the 11 conditions, with the order of
conditions counterbalanced across subjects. Thus,
for each subject, a different list was used for each of
the 11 conditions, and for each condition a different
list was used for each of the 11 subjects.

Procedure

The subject sat in a sound-attenuating room
facing the loudspeaker at a distance of 1.3 m. Seven
of the subjects, those who normally wore hearing
aids without any compression circuity or other
‘“‘signal processing,’’ listened using their own hear-
ing aids. Initially, they were asked to adjust the
volume controls on their aids to the setting that they
would use for normal conversation. Then, they were
presented with ASL list 12 (i.e., not one of the 11
test lists) processed using condition NULL and the
level was varied until they indicated that it was at
their preferred listening level. Subject 3, who nor-
mally wore hearing aids incorporating compression,
and subjects 2, 5, and 8, who did not normally use
their aids, were tested unaided; the level of the

Section . New Methods of Noiss Reduction: Baer et al.

stimuli was adjusted to their preferred listening
level. The adjustments were usually completed well
before the list was completed. The remainder of list
12 was used as practice. In a few cases, list 13, also
processed in condition NULL, was used for further
practice.

Testing proper then started. Subjects were
presented with 11 test lists, with a brief rest between
each list. Subjects were told to repeat back as many
words as they could, and to make a guess when they
were not sure. They were told that the task would be
quite difficult, and they were not expected to hear
every word.

Results

The scores for each subject for each condition
and the mean scores across subjects are shown in
Table 2. The mean scores do not differ greatly
across conditions, but tend to be lower for the
conditions involving a high degree of enhancement
(E9). To assess the significance of these effects, the
data were subjected to an analysis of variance
(ANOVA) with factor condition, with the data
blocked across list number and subject (28). In this
analysis, the proportions correct were transformed
using the expression arcsine « proportion correct).
This transform makes the scores follow a normal
distribution more closely. The effect of condition
was significant: F(10,90) = 5.06, p < 0.001. The
GENSTAT package used gave estimates of the
standard errors of the differences between the mean
scores for the different conditions. These standard
errors were used to assess the significance of the
differences between means (28, p. 81). The mean
score for condition E9B.5 was significantly lower
(p < 0.01) than the mean scores for all other
conditions. The score for condition E9B1 was
significantly lower than the scores for conditions
NULL (p <0.01); EO (p < 0.01), E3B2
(p < 0.02), and E6B1 (p < 0.05). Scores for the
other conditions did not differ significantly.

Overall, these results are disappointing. In
contrast to the results of Simpson, et al. (19), the
processing did not improve speech intelligibility
relative to the control conditions; and a high degree
of processing led to a significant worsening of
intelligibility. The processing condition giving the
highest scores was one involving a moderate degree
of enhancement, E3B2. If scores for this condition
are compared with the mean scores for the two
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Table 1.
Characteristics of the hearing impaired subjects used in the experiments.

Frequency in kHz

Subject Age Sex Ear 0.25 0.5 1.0 2.0 4.0 8.0
1 74 M L 35 30 35 40 55 55
R 30 35 35 50 65 60

2 75 F L 25 10 s 30 60 75
R 15 10 s 35 65 80

3 67 M L 60 55 ss 60 65 75
R 50 50 55 60 70 10

4 68 M L 40 65 75 85 8s > 100
R 55 60 70 85 95 >100

5 72 M L 30 20 35 55 95 80
R 35 30 40 60 8s 95

6 82 M L 85 80 80 90 95 > 100
R 60 65 80 85 80 8s

7 70 M L 25 30 60 60 75 80
R 10 10 60 55 65 80

8 78 M L 40 50 55 60 80 >100
R 25 25 40 45 70 80

9 69 F L 35 35 45 45 65 85
R 65 50 55 70 90 100

10 68 M L 70 55 4s 35 50 60
R 30 35 45 40 40 50

11 73 F L 45 50 50 50 55 55
R 50 50 55 50 55 55

12 7 M L 30 20 55 30 50 95
R 30 40 45 30 30 60

13 62 M L 45 50 65 60 40 70
R 35 40 55 60 60 s5

14 68 M L 30 40 45 60 70 85
R 20 35 45 50 55 75

15 72 F L 35 45 50 55 60 70
R 30 25 40 55 65 65

16 63 M L 15 30 40 60 65 55
R 20 25 40 70 70 60

17 64 M L 25 15 20 40 65 70
R 30 20 20 30 60 75

18 69 M L 20 40 30 35 60 80
R 15 30 40 40 55 75

Subjects 1-11 took part in Experiment 1. Subjects 1, 4, 7, 9, 10, and 11 took part in Experiment 2. Subjects 8-13 took part in Experiment 3.
Subjects 14-18 took part in Experiment 4. Absolute thresholds are given in dB HL.

control conditions, NULL and EO, we find that al., found significant improvements in speech intelli-
seven subjects performed better with the processing  gibility with processed stimuli, whereas we did not.
and four performed more poorly. The first possibility is connected with tl. fact that

There may be several reasons why Simpson, et Simpson, et al., used only one processing condition
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Table 2.
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Results of Experiment 1, showing the score for each subject in each condition (number of words correct out of 45)

and the mean score for each condition.

Condition

Subject Null EO E3B.5 E3B1 E3B2 E6B.S E6B1 EGB2 E9B.5 E9B1 E9B2

1 41 41 40 40 33 37 43 34 30 38 33

2 38 42 38 40 42 37 42 4 30 36 38

3 36 30 35 32 36 30 3 31 16 22 38

4 34 36 3 23 34 33 34 28 19 28 3

5 37 42 4] 39 31 30 37 37 19 38 31

6 34 34 33 29 3s 33 27 23 22 26 24

7 36 32 36 38 35 28 34 38 3s 36 41

8 45 40 34 40 43 35 41 37 23 26 24

9 30 36 31 40 32 38 35 29 31 37 36

10 28 34 29 28 32 32 35 35 36 34 33

11 40 34 40 35 44 36 33 39 3s 33 38
Mean 36.3 36.5 353 34.9 36.1 33.6 35.6 34.1 26.9 32.2 334

and one control condition. They gave subjects two
practice lists (one control and one enhanced) and
then tested subjects using six sentence lists for each
condition. This gave subjects a reasonably large
amount of experience with the processed stimuli. In
contrast, each subject in our experiment listened to
each condition only once, using a single sentence
list. It may be that subjects require a more extended
practice period to get a benefit from the processing.
It should also be noted that the use of six lists per
condition greatly reduces the inherent variability in
the data compared with our use of a single list.

A second possible factor only became apparent
after the main part of the experiment was com-
pleted. We discovered that the enhancement process
had an undesired side effect; it tended to produce a
high-frequency deemphasis. The spectral level of
frequencies above 600 Hz tended to be 3-6 dB lower
in the experimental conditions than in the control
conditions. This may have offset any potential
improvements in intelligibility produced by the
enhancement process.

EXPERIMENT 2

Ratings of Speech Quality and Intelligibility
There have been several reports in the past of
processing that improves the subjective quality of

speech in noise without improving intelligibility (22).
Previous work involving judgments of speech qual-
ity has mainly used normally hearing subjects,
although Stone and Moore (20) reported such meas-
urements for hearing-impaired subjects. Processing
that improves speech quality without changing intel-
ligibility may be useful as a means of making
listening more pleasant and less effortful. Hence, we
decided to investigate whether our processing led to
any improvements in subjective speech quality.

Two tests were performed where six hearing-
impaired subjects (subjects 1, 4, 7, 9, 10, and 11
from experiment 1) made pair-wise subjective com-
parisons between sentences in noise processed using
conditions EO, E3B1, E3B2, E6B2, and E9B2 of
experiment 1, rating them for sound quality in one
set of tests and intelligibility in the other set. In
addition, we used a condition resembling E3B1, but
with the unprocessed signal added back to the
processed signal. This had the effect of slightly
reducing the amount of enhancement, but also of
somewhat reducing the audibility of undesired side-
effects of the processing, specifically a slight
“gurgling” quality. This condition resembles the
processing used by Simpson, et al. (19), and will be
denoted by E3B1 + U.

For all 15 possible pairs of processing condi-
tions, 10 pairs of sentences were compared. On a
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given trial the same sentence was presented twice,
the sentences differing only in the way they were
processed. Five different sentences were used, taken
from ASL list 1, chosen because performance in
experiment 1 was especially poor for these sentences.
They were edited so that each sentence was approxi-
mately centered in 3 sec of its masking noise. There
was an interval of 500 ms between the noises for the
two sentences in a pair. Following the end of the
noise for the second sentence, there were 5.5 sec of
silence during which th~ subject indicated which
sentence had the higher quality or intelligibility. Five
of the sentence pairs were presented as condition A
followed by condition B, while the other five were
presented as condition B followed by condition A.
The order of presentation of the sentence pairs was
randomized for both comparison of processing
condition and order of presentation within each
individual test. All editing was done digitally using a
Masscomp 5400 computer system. Final stimuli were
recorded on digital audio tape (Sony DTC 1000ES).

In the first test, subjects were asked to indicate
which sentence in each pair had the higher sound
quality in terms of pleasantness. In the second test,
they were asked to indicate which sentence in each
pair they felt was more intelligible. In addition to
making a forced-choice decision, each subject was
asked to make a confidence rating on each trial, by
giving a number indicating how large the difference
appeared to be.

For each processing pair, a distance metric was
calculated by adding together the 10 (signed) confi-
dence ratings. For each pair of conditions, AB, the
sign was positive if B was selected and negative if A
was selected. An analysis of the results showed that,
for each subject, there was a high correlation
between the number of selections and the distance
metric; correlations ranged from 0.69 to 0.99, and
were typically over 0.8. This indicates that the
measures have a fairly high degree of reliability and
internal consistency.

Results

The results are summarized in Table 3 (quality
judgments) and Table 4 (intelligibility judgments).
Each cell in each table shows the number of B
selections (out of 10) with the distance score in

parentheses. For example, in the quality judgments
of subject 7, condition E3B1 was preferred over
condition EO nine times out of ten, with a distance
metric of 5.0. It should be noted that the results
showed a bias for the second sentence in a pair to be
preferred over the first. This bias was controlled for
by our procedure of balancing the order of process-
ing conditions across pairs, but it probably had the
effect of somewhat reducing the overall differences
between pairs of conditions.

Two overall measures of the scores for each
condition were also calculated. For the first, the
preferences were summed across all five pairs of
conditions involving a given condition. For example,
the summed preference score for condition EQ was
equal to the total number of times that condition
was preferred over the other five conditions; the
maximum value for this score is 50. For the second
measure, the signed distance measures for a given
condition were summed for all comparisons involv-
ing that condition. The signs were chosen so that a
positive score would indicate an overall preference
for that condition. These scores are aiso shown in
Table 3 and Table 4.

Consider first the quality judgments (Table 3).
For subjects 7, 9, 10, and 11, conditions E3B1 and
E3B1 + U were preferred over the control condi-
tion, EQ. This is apparent both from the numbers of
selections and from the distance scores. Preferences
for the other processing conditions varied more
across subjects. Subject 11 preferred enhanced
speech over the control condition for all conditions
involving enhancement. Her overall scores were
lowest for the control condition, and highest for the
conditions involving the greatest degree of enhance-
ment (E6B2 and E9B2). For subjects 7 and 9, both
the overall preference scores and the overall distance
scores were highest for conditions E3B1 and
E3B1 + U, and lowest for condition E9B2. For
subjects 1 and 4, preferences were clearly lowest for
the condition involving the greatest degree of en-
hancement (E9B2). For subject 10, preferences were
less clear cut, but there was a consistent trend for
the conditions involving enhancement to be pre-
ferred over the control condition. Overall, the
results indicate that the quality of the enhanced
speech in noise was generally preferred over that in
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Table 3.
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Results of Experiment 2 for the judgments of the quality of speech in noise.

B condition

Subject A condition E3B1 ENH E3B2 E6B2 E9B2 Global
1 EO 1(-9) S(1) 3(-2) 2(-6) 0(-11 39 (22)
E3B1 8 (1) 3(-D 1(-5) 2(=-7 27 (8)
ENH 4(-1) 0(-95) 1(-10) 38 (18)
E3B2 3(-9) 2(-8) 25 (8)
E6B2 0(-8) 16 (- 12)
E9B2 S(-44)
4 EO 4 (1) 7 6 (5) 3(-7 1(-19) 29 (1)
E3BI 3(0) 5(-2) 4Q) 1(-16) 31 (17)
ENH 6 (2) 7(5) 1 (-16) 26 (18)
E3B2 5(-4) 2(-8) 3017
E6B2 3(-9 26 (50)
E9B2 8 (-64)
7 EO 9(5.0) 6 (2.5) 4 (-0.5) 2(-4.0) 1(-6.0) 28 (3)
E3B! 5(-0.5) 4(-2.5) 2(-3.9) 4(-1.59) 34 (13)
ENH 4(-1.5) 4(-2.5) 3(-4.5) 30 (10.5)
E3B2 2(-5) 3(-3.0 27 (3.5)
E6B2 4(-2.5) 15 (-12.9)
E9B2 15 (-17.5)
9 EO 9(17) 8 (13) 3(-8) 3(-8) 0(-26) 27 (12)
E3B1 4(-2) 64) 4(-7) 0(-28) 35 (50)
ENH 2(=11) 3I(~-10) 0(-295) 37(57)
E3B2 4(-6) 1(-18) 26 (9)
E6B2 0(-21 24 (-10)
E9B2 1(-118)
10 EO 7 (4) 8 (4) 7(3) 9I(M 6(3) 13 (=20
E3B1 4(-1) 6(2) 4(2) 5(-2) 28 (3)
ENH 4(-2) 5(0) S(-1 28 (6)
E3B2 6(-1) 3(-1) 28(5)
E6B2 5 (0) 29 (8)
E9B2 24 (-1
i1 EO 9(13) 10 (18) 10 (21) 10 (18) 9 (16) 2(-86)
E3B1 6 (2) 5(-3) 8 (11) 8 (12) 22(-9)
ENH 5@ 7(7) 10 (19) 24 (-8)
E3B2 9 (1) 9 (14) 22 (-95)
E6B2 6 (2) 38 (45)
E9B2 42 (63)
Mean EO 65 73 55 48 28 46
E3BI 50 48 38 i3 59
ENH 42 43 33 61
E3B2 48 33 53
E6B2 30 50
E9B2 32

Preference scores (ranging from 0 to 10) indicate the number of times the B condition was preferred over the A condition. Distance scores (in
parentheses) are positive if the B condition was preferred and negative if the A condition was preferred. The global scores indicate the total number
of times (out of 50) that a given condition was preferred, and the total distance (in parentheses). The more positive the distance, the more that
condition was preferred overall. For the means, only preferences are shown (as percentages).
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Table 4.
Results of Experiment 2 for the judgments of intelligibility.
B condition
Subject A condition E3B1 ENH E3B2 E6B2 E9IB2 Giobal
1 EO 6 (1) 4 (0) 7@2) 50 4 (0) 24(-3)
E3Bl1 3(-3) 6 (0) 3(-1 5(1) 29 (4)
ENH 7©) 20 6 (1) 22 (-4)
E3B2 4(-1) 50) 313
E6B2 7Q@2) 17 (-4)
E9B2 27 4)
4 EO 9 (8) 6 (0) 8 (11) 8(11) 9 (16) 10 (-~ 46)
E3BI1 (-2 5(0) 5() 4(-3) 30 (6)
ENH 4 (0) 5(5) 51) 27 (- 8)
E3B2 6 (1) 6 (3) 25(M)
E6B2 4(1) 30 23)
E9B2 28 (18)
7 EOQ 7 (2.5) 7 (5.0) 9 (6.5) 9(5.5) 7 (4.5) 11 (-24)
E3B1 2(-L% 4 (0.5) 6 (1.0) 7 (3.5 28 (-1)
ENH 7 (2.0) 7(1.0) 6 (0.5) 19 (0)
E3B2 7 (3.5 6 (2.5) 27 (3)
E6B2 8 (2.0) 319
E9B2 34 (13)
9 EO 4 (-9) 5Q2) 4(-6) 3(-11) 1(-~18) 33 (42)
E3B1 63) 6 (0) 4(~-7) 1(~19) 27 (14)
ENH 3(-11 4(-6) 1(~-29) 33 (46)
E3B2 4(~-4) 2(-21) 27 (8)
E6B2 4(-8) 21 (-20)
E9B2 9 (-90)
10 EO 6 (1) 4 () 7¢2) 50 4 (0) 24 (-3)
E3Bl1 3(-3 6 (0) 3(-1D s 29 (4)
ENH 7 (0) 2(0) 6(1) 22(-4)
E3B2 4(-1) 5(0) 31(3)
E6B2 7 Q) 17 (-4)
E9B2 27 (4)
11 EO 10 (13) 10 (11) 10 (15) 10 (17) 10 (20) 0(-76)
E3BI 6 (0) 5(0) 8 (7 9 (13) 2(-7
ENH 7(2) 9 (8) 809 22 (-8)
E3B2 10 (9) 9 (14) 23(-6)
E6B2 7@2) 40 (39)
E9B2 43 (58)
Mean EO 70 60 75 67 58 34
E3B1 42 53 48 52 55
ENH 58 48 53 48
E3B2 58 55 55
E6B2 62 52
E9B2 56

the controi condition for moderate degrees of
enhancement. As the degree of enhancement was
increased, subject 10 showed little change in prefer-
ence, subject 11 showed an increase in preference,

and subjects 1, 4, 7, and 9 showed a decrease.

Consider now the intelligibility judgments
(Table 4). For subjects 4, 7, and 11, all conditions
involving enhanced speech in noise were judged to
give higher intelligibility than the control condition,
as indicated both by the numbers of selections and
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by the distance scores. The overall preference and
distance scores were lowest for the control condi-
tion. Subjects 1 and 10 did not show clear prefer-
ences for any condition, and their distance scores
were all rather low. Subject 9 did not show clear
preferences for conditions E3B1 and E3Bl + U
relative to the control condition, but tended to
prefer conditions EO, E3B1, and E3B! + U over
conditions involving large degrees of enhancement
(E6B2 and E9B2).

In summary, the results of experiment 2 showed
that, for judgments of both quality and intelligibil-
ity, speech in noise processed using a moderate
degree of enhancement was generally preferred over
the control condition. The results for higher degrees
of enhancement varied across subjects. Subject 11
preferred the highest degree of enhancement both
for quality and for intelligibility. For several other
subjects, quality decreased for the highest degree of
enhancement.

EXPERIMENT 3

Experiment 3 was similar to experiment 1, in
that it involved measures of the intelligibility of
speech in noise for several processing conditions.
However, the processing differed from that used in
experiment 1 in several ways. The first difference
was in the way that the enhancement was per-
formed. Instead of the DoG function, a function
based on the difference between two rounded-
exponential functions was used. This is equivalent to
calculating two excitation patterns and taking the
difference between them.

A second difference between experiments 1 and
3 was in the way that the enhancement signal was
transformed into a gain function to modify the
spectral shape of the signal. The transformation in
experiment 3 was tailored to limit the maximum gain
at any frequency to 20 dB (to avoid excessive
increases in sound level) and was scaled so that,
most of the time, the gain value was within
reasonable limits. In addition, the enhancement
function was applied to the original magnitude
spectrum, rather than to the (normal) excitation
pattern. This meant that only major spectral fea-
tures were enhanced, but fine-grain spectral features
were not smoothed in the conversion to an excita-
tion pattern.
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Finally, experiment 3 differed from experiment
1 by including conditions using fast-acting compres-
sion. This was done because the enhancement
processing had the effect of expanding the dynamic
range of the speech in noise. Potentially, this
expansion could create problems for hearing-im-
paired subjects, who often have loudness recruit-
ment and an associated reduction in usable dynamic
range. The expansion of dynamic range produced by
the enhancement processing might have offset the
potential advantages to be gained from enhancement
of spectral contrast. The compression used in
experiment 3 was intended to compensate for the
dynamic range expansion.

Method of Processing

Many of the stages in the processing were the
same as used in experiment 1. Therefore, only the
stages that were different will be described. The
magnitude spectrum of a windowed sample of
speech in noise was determined as before. An
enhancement function was calculated by convolu-
tion of the power spectrum with the sum of a
positive rounded-exponential function and a nega-
tive rounded-exponential function. For both the
positive and negative functions, the ERB varied with
center frequency according to equations described
by Moore and Glasberg (4). The positive function
had an ERB that was 0.5 times the ‘‘normal’’ value
suggested by Moore and Glasberg, while the nega-
tive function had an ERB that was 2.0 times the
normal value. The factors of 0.5 and 2.0 were
chosen on the basis of informal listening tests. The
sum of the two functions had a positive lobe whose
width was approximately 0.67 ERB, which is inter-
mediate between the B.5 and B1 values for the DoG
function used in experiment 1. Each of the rounded
exponentials was scaled, by dividing by its own
ERB, so that the area under it was unity; thus, the
area under the sum of the positive and negative
rounded-exponentials was always zero.

The enhancement function will be designated
D(f). It was converted to a gain function according
to the following rules:

Gain(f) = 10K0-3P® for D(f)<0 [4]
Gain(f) = 10-(10- 1)10-K%3PD  for D(N>0 [5]

The resulting gain function was used to modify the
original magnitude spectrum of the sample of speech
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in noise by multiplying the magnitude value at each
frequency by the value of the gain function at that
frequency. The form of equation [S] was chosen so
as to limit the maximum gain at any frequency to a
factor of 10 (20 dB). The value of the constant K
was chosen to give a degree of enhancement compa-
rable to the E3 enhancement of experiment 1. We
refer to this processing condition as ENH. Stimuli
for the control condition, EO, were obtained by
processing stimuli in the same way but with the
constant K set to zero. Subsequent to the enhance-
ment processing, the stimuli in condition ENH were
digitally filtered (by adjusting the magnitude spec-
trum prior to calculating the inverse FFT) so that
the long-term-average spectrum of the processed
noise matched the long-term-average spectrum of
the noise in the control condition.

Examples of spectra for stimuli processed using
conditions EO and ENH are given in Figure 3. The
stimulus was the same neutral vowel in noise as used
for Figure 1. Note that compared with the process-
ing condition E3B2 of experiment 1 (lower panel in
Figure 1), condition ENH gave rise to sharper
spectral peaks associated with the formants, and a
greater spectral valley between the third and fourth
formants. The difference can be attributed to the
fact that the enhancement function used in experi-
ment 1 was applied to the (normal) excitation
pattern, whereas the enhancement function in exper-
iment 3 was applied to the original spectrum.

Four conditions using compression were also
run. The compression was implemented using an
algorithm described by Robinson and Huntington
(29). It was based on the use of a 20-ms sliding
rectangular window. The rms value of the waveform
within the window was calculated for each position
of the window, and that value was used to calculate
a gain function applied to the waveform sample at
the center of the window. The compression took two
forms. The first gave a moderate amount of
compression, used a compression ratio of 2 and a
compression threshold 10 dB below the peak value
of the speech plus noise. We refer to this condition
as Cl10/2. The second used a greater amount of
compression, with a compression ratio of 3 and a
compression threshold 15 dB below the peak value
of the speech plus noise. We refer to this condition
as C15/3. The compression was applied both alone
and following the enhancement processing. This
gave two additional conditions involving both en-
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Example of the effects of the processing used in Experiment 3
showing long-term-average spectra of a neutral vowel in noise,
processed using the control condition (EO-top panel) and
condition ENH (bottom panel).

hancement ENHCI10/2 and
ENHC15/3.

In summary, six conditions were tested: the
control condition, EQ; a condition involving en-
hancement alone, ENH; two conditions involving
compression alone, C10/2 and C15/3; and two
conditions involving both enhancement and com-
pression, ENHC10/2 and ENHC15/3. The overall
level of the speech-plus-noise was equalized for all

conditions.

and compression,

Stimuli

The stimuli were lists 13-18 from the Adaptive
Sentence Lists presented in a background of noise
with the same long-term-average spectrum as the
sentences. All subjects were tested at a speech-to-
noise ratio of 0 dB, both speech and noise levels
being specified in terms of root-mean-square pres-
sures. Subjects were tested without using their
hearing aids. In order to compensate for the lack of
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Table S.
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Results of Experiment 3, showing the score for each subject in each condition (number of words correct out of 45) for
the first and second tests, and the mean score for each condition.

Condition
Subject Test EO0 C10/2 C15/3 ENH ENKHC10/2 ENHC15/3
8 | 40 42 37 37 36 34
2 44 45 42 43 44 38
9 1 41 43 32 41 5 32
2 36 4] 36 37 42 33
10 1 32 30 39 42 30 23
2 35 42 43 41 41 27
11 1 41 40 30 38 41 3
2 37 43 38 41 44 38
12 1 42 43 40 41 33 41
2 4?2 36 36 38 44 39
13 1 19 23 21 30 26 23
2 29 24 15 38 34 24
Mean 1 35.8 36.8 33.2 38.2 33.5 30.7
2 37.2 38.8 35.0 39.7 41.5 33.2

aids, which usually give a high-frequency emphasis,
the off-tape signals were passed through a spectrum
shaping network that rolled off at 12 dB/octave
below 200 Hz, was *‘flat>” from 200 to 400 Hz, and
rose smoothly to +2 dB at 600 Hz and +15 dB at 4
kHz. This form of spectral shaping is similar to that
commonly used in commercial hearing aids.

The level of the replayed speech in noise was
adjusted for each subject to the value that they
found comfortable for everyday conversation in a
domestic environment. Other aspects of the stimuli
were the same as for experiment 1,

Subjects

Six subjects were tested, four of whom had
been used in experiment 1. All were diagnosed as
having bilateral sensorineural hearing loss, probably
of cochlear origin. They are subjects 8-13 in Table
1. Most were experienced hearing aid users.

Experimental Design

A double Latin Square design was used. Each
subject was tested once in each of the six conditions,
with the order of testing of conditions counterbal-
anced across subjects. This was then repeated but
with the order of testing ‘‘rotated’’ so that the order
of conditions for a given subject was different for
the two Latin Squares. In each Latin Square, one

ASL list was used for each subject and each
condition.

Procedure

The procedure was essentially the same as for
experiment 1. Subjects were given one practice list
which was also used for adjusting the noise level.

Results

The raw scores are given in Table 5, which also
shows the mean score across subjects for each
condition for each of the two Latin Squares.
Inspection of the data revealed a trend for perfor-
mance to be better for the second Latin Square than
for the first (i.e., there was a practice effect).
Therefore, an ANOVA was conducted with factors
condition and order of testing (first or second Latin
Square) with the data blocked across subjects and
lists (28). As for the data of experiment 1, the
proportions correct were transformed using the
expression arcsine(N” proportion correct). The analy-
sis revealed a significant effect of condition,
F(5,50) = 5.89, p < 0.001, and order of testing
F(1,50) = 12.04, p = 0.00]1. The interaction of
condition and order of testing approached, but did
not reach, significance, F(5,50) = 1.79, p = 0.13,

Considering the mean scores for both Latin
Squares, the highest scores were abtained for condi-
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tions ENH and C10/2 and the lowest for the
conditions involving the greatest amounts of com-
pression, C15/3 and ENHCI15/3. Post-hoc tests,
conducted as described earlier, showed that the
mean scores for conditions ENH and C10/2 were
significantly higher than the mean scores for condi-
tions C15/3 and ENHCI15/3 (p < 0.01 in all cases).
The mean score for condition ENHCI15/3 was also
significantly lower than the mean score for the
control condition, EO (p < 0.01). Thus, a large
amount of compression has deleterious effects.
However, the scores for conditions EO, C10/2,
ENH, and ENHC10/2 did not differ significantly
from one another.

It seems reasonable to consider separately the
scores for the second Latin Square, since there was
evidence for improvements with practice. For the
second Latin Square, the highest score overall was
obtained for condition ENHC10/2, the condition
involving both enhancement and a moderate degree
of compression. The mean score for this condition
(92 percent) was significantly greater than that for
the control condition (82.6 percent) (p < 0.05).
However, it was not significantly greater than the
mean scores for conditions ENH (88 percent) and
C10/2 (86.3 percent). The results of the second
Latin Square for conditicns EO, ENH, and
ENHC10/2 are shown separately for each subject in
Figure 4. For subject §, the differences between
conditions were limited by a ceiling effect; scores
were close to perfect for all conditions. All of the
other subjects scored better in condition ENHC10/2
than in conditicn EO.

In summary, the results of experiment 3 indi-
cate that a large amount of compression, either used
alone or in combination with spectral contrast
enhancement, has deleterious effects on the intelligi-
bility of speech in noise. The results showed clear
effects of practice, suggesting that subjects may
require time to get used to novel types of processing.
The results for the second Latin Square (i.e., those
obtained after a small amount of practice) indicated
that the condition involving the combination of
spectral contrast enhancement and a moderate
amount of compression, ENHC10/2, gave a signifi-
cantly higher mean score than the control condition.

Discussion
Although the results of experiment 3 suggest
that the intelligibility of speech in noise may be

(JeNHC10/2

A ENH

Percent correct

Subject number

Fig're 4.

i«esults of Experiment 3 for the second Latin Square, for the
control condition (L ";, the condition involving enhancement
(ENH), and the ... .iion involving enhancement combined
with a moderate degree of compression (ENHC10/2).

improved by the enhancement of spectral contrasts,
especially when combined with a moderate amount
of compression, the effects were small. The small
size of the effects probably arose partly from the
lack of experience of the subjects with the processed
stimuli; the resuits showed clear evidence of practice
effects. This raises a dilemma. We wished to
compare performance on several conditions, but we
also wanted to avoid the possibility of subjects
learning the sentence lists through repeated presenta-
tions. This latter requirement meant that it was not
possible to give the subjects extensive practice on
each condition.

A second factor that may have limited the size
of the effects is related to the trade-off between
accuracy and time/effort. Our subjects were effec-
tively given as much time as they wanted to respond
after each sentence had been presented. In difficult
listening conditions, subjects may have devoted
more effort and/or more time to the task of
identifying each sentence. This would have resulted
in reduced differences between conditions in com-
parison to the hypothetical situation where equal
effort and/or time were devoted to all conditions.
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It has previously been suggested that traditional
speech intelligibility scores access only one compo-
nent of disability and benefit, and that further
information may be obtained by investigation of
response times to speech stimuli (30,31,32,33). The
response time aspects have previously been inter-
preted in terms of ease of listening. It may be argued
that some or perhaps all of the benefits of spectral
enhancement may accrue not from improvement of
intelligibility, but rather from advantages to the
listener in terms of the decreased difficulty (i.e.,
decreased effort required) in identifying the speech
signal due to the sharper distinction of spectral cues.
The availability of the sentence verification test,
which yields measures of both speech intelligibility
and response times, enabled this idea to be tested
directly. A further advantage of this test is that,
after an initial practice period, there is little evidence
for improvements over time, and the materials
themselves cannot be memorized. This made it
possible to gather much more data for each subject
and condition than in the earlier experiments.

EXPERIMENT 4

The Sentence Verification Test

The sentence verification test uses a closed
vocabulary to construct four-word sentences from
an overall vocabulary of 32 words. There are four
alternatives for the first word in the sentence (L1Z,
LYNNE, LEN, BEN), 12 alternatives for the second
word (SOLD, SHOWED, STGLE, STORED,
WORE, STITCHED, DROVE, CRASHED,
CRACKED, CORKED, READ, TORE), 12 alterna-
tives for the third word (FOUR, MORE, TWO,
FEW, TWEED, CLOTH, FAST, SPORTS,
GLASS, JAM, ROAD, STREET), and four alterna-
tives for the fourth word (CAPS, CARS, JARS,
MAPS). Of the 144 combinations of the second and
third words, there are 82 for which there is at least
one fourth word which makes the sentence unequiv-
ocally silly (nonsense) and at least one fourth word
which makes the sentence unequivocally sensible
(e.g., BEN SOLD STREET MAPS is sensible, while
BEN SOLD STREET JARS is silly). Any combina-
tion of a fourth word with a second word-third
word pair that may be considered equivocal with
regard to sense/nonsense is not employed in the test.
The eventual sentences require identification of the
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second, third, and fourth words in the sentence
before a decision regarding the sense/nonsense of
the sentence may be made.

The 32 words were stored as digitized waveform
files which were isolated from sentences spoken by a
single male talker and were concatenated to produce
the desired sentences. During the construction of the
test, care was taken to ensure that the intonation
contours of the items, and other aspects, such as
duration of voicing, were similar across items. This
was done to remove extraneous cues not directly
associated with the intelligibility of the individual
word.

Following presentation of the sentence to the
listener, the subject was asked to indicate whether
the sentence was ‘‘silly’’ or ‘‘sensible’’ via a touch
sensitive computer screen, and the response time for
that decision (verification time) was recorded. This
verification was followed by the identification com-
ponent, for which four potential alternatives for the
first word in the sentence, four for the second, four
for the third, and four for the fourth were displayed
on the touch senzitive computer screen. The subject
was required to identify the components of the
sentence. The test may be run either adaptively
(vielding a signal-to-noise ratio for criterion perfor-
mance) or at a fixed signal-to-noise ratio (yielding a
percent correct score for the intelligibility compo-
nent). The verification component of the test yields
a median response time for all or a subset of the
items for the cognitive decision concerning the
sense/nonsense of the sentences. Evaluations of the
within-session and between-session stability of the
test for both normally hearing and hearing-impaired
subjects has shown that there are no significant
long-term learning effects associated with repeated
administration of the closed vocabulary.

Processing of the Sentence Verification Test Items
Due to hardware constraints, the sentence veri-
fication test was available only in Glasgow. Hence,
the stimuli to be processed were recorded in
Glasgow, sent to Cambridge for processing, and
then returned to Glasgow, using digital audio tape
(DAT) as the recording medium. The 32 individual
words constituting the vocabulary for the sentence
verification test were each recorded at signal-to-
noise ratios of 0, +3, +6, +9, and + 12 dB, where
the signal level was defined as the mean level of the
speech peaks, and the noise level (shaped noise with
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the same long-term spectrum as the single male
speaker) was defined as the rms level. A 1,000 Hz
sine wave was included at the beginning of the
recording to provide a reference level. These record-
ings were then sent to Cambridge and processed as
described earlier, using three of the processing
conditions from experiment 3: the control condition,
EQ; the condition involving enhancement alone,
ENH; and the condition involving both enhance-
ment and a moderate degree of compression,
ENHCI10/2. The processed stimuli were subjected to
the high-frequency emphasis described for experi-
ment 3, before being recorded on DAT tape. Each
condition was recorded on a separate tape. The
tapes were then returned to Glasgow.

The 15 sets of the 32 words (three conditions by
five signal-to-noise ratios) were =ach redigitized
using a CED 1401 laboratory interface and stored as
individual waveform files. These waveform files
were concatenated during testing to produce the
required sentences.

Test Conditions

Because the processing was done with the noise
added to the speech, the test had to be administered
at fixed signal-to-noise ratios. Each subject was
tested both unaided and with the level of the
speech-plus-noise adjusted to a comfortable value.
According to the experimental design described
below, the required condition and signal-to-noise
ratio was identified and a total of 55 sentences were
delivered to the subject via a Grason-Stadler GSI 16
Audiometer and a Goodmans B41 loudspeaker in a
sound-treated room with the subject seated 2 m
from the loudspeaker at 0° azimuth. The first five
of these sentences were not scored, but were
regarded as practice within each individual run. The
remaining 50 sentences were used, giving a score out
of 200 for the identification component of the test.
For the verification component of the test, only
those sentences that were correctly identified (each
of the four constituent words in the sentence
identified correctly) and verified (correctly labeled as
being either silly or sensible) were used. The median
of the response times for the verification process
using this subset of sentences was then derived.
Thus, each run of the sentence verification test
yielded an identification score out of 200 (here
expressed as percent correct) and a response time

(verification time) for the decision regarding the
sense/nonsense of the sentence.

Subjects

The five subjects were all established users (at
least 12 months) of a single post-aural BE10Q series
National Health Service hearing aid. The character-
istics of the subjects are shown in Table 1 (subjects
14-18). They all had broadly symmetric bilateral
sensorineural losses of moderate degree, with greater
losses at high frequencies than at low. All subjects
had taken part in earlier experiments using the
sentence verification test and were familiar with its
form and configuration.

Experimental Design

The experiment consisted of five sessions for
each subject, usually conducted at weekly intervals.
Each session used seven complete runs of the
sentence verification test as configured above. Dur-
ing each session, data were gathered for a pair of
signal-to-noise ratios for each of the three process-
ing conditions (E0, ENH, and ENHC10/2). An
initial complete run for one of the signal-to-noise
ratio/processing conditions was employed as prac-
tice, as previous experience with the sentence verifi-
cation test suggested that optimal stability is
achieved if this is done. The signal-to- noise ratios
for each session were selected from a blocked design
across subjects. Within each signal-to-noise ratio,
the order of the three conditions was selected
randomly. During the course of the five sessions,
each subject was tested twice for each of the
signal-to-noise ratios and each of the processing
conditions.

Results

To show the overall form of the results, the
mean of the two repetitions for each subject/signal-
to-noise ratio/condition combination was taken and
then the scores for the five subjects were averaged.
The results are summarized in Figure S. Error bars
show 95 percent confidence limits. The figure shows
the expected trend of increasing intelligibility and
decreasing response times as the signal-to-noise ratio
increases. For the identification component, there
appear to be modest but consistent advantages at
most signal-to-noise ratios for both of the processed
conditions over the control condition (EQ). For the
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Results of Experiment 4, showing the mean (and 95% confi-
dence intervals for the mean) as a function of original
signal-to-noise ratio and processing condition. Panel (@) shows
scores for the identification component of the sentence verifica-
tion test in terms of percent correct. Panel (b) shows the
verification component in terms of response time.

response time component, the advantages of the
processing conditions are larger, relative to the
confidence limits, and there is a clear tendency for
the processing condition involving both enhance-
ment and compression (ENHC10/2) to give shorter
response times than the condition involving en-
hancement alone (ENH).

The results of the five subjects were subjected
to a repeated-measures ANOVA, using the
GENSTAT package, with the following dependent
variables: (i) percent correct score; (ii) arcsine
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(V' proportion correct)—this measure makes the
scores follow a normal distribution more closely;
(iii) response time; and, (iv) square root of response
time—again, this measure makes the scores follow a
normal distribution more closely.

The results for the transformed variables (ii)
and (iv) were similar to those for the untransformed
variables (i) and (iii), so the latter will be presented
to facilitate interpretation. In the ANOVA, there
were three within-subject factors. The independent
variables were: (i) the signal-to-noise ratio (0, 3, 6,
9, and 12 dB); (ii) the condition (linear, enhanced,
enhanced and compressed); and, (iii) replication
(first and second replicate).

For the percent correct scores, there was a
highly significant effect of signal-to-noise ratio
[F(4,16) = 97.1, p < 0.001], as expected from Fig-
ure 5, and a significant effect of condition
[F(2,8) = 6.65, p < 0.02]. The main effect of repli-
cate was not significant, and none of the interac-
tions was significant. The mean score for condition
ENH was 1.76 percent greater than that for condi-
tion EO (standard error = 0.54), and this difference
was statistically significant (p < 0.02). The mean
score for condition ENHCI10/2 was 2.73 percent
greater than that for condition EOQ, and again this
difference was significant (p < 0.001). The mean
difference  between  conditions ENH  and
ENHCI10/2, 0.97 percent, was not significant.

The ANOVA for the response time component
of the sentence verification test showed highly
significant  effects of signal-to-noise ratio
[F(4,16) = 333.6, p < 0.001] and of condition
[F(2,8) = 31.4, p < 0.001]. The main effect of
replicate was not significant, but there was a
significant interaction between signal-to-noise ratio
and processing condition (F(8,32) = 4.07,
p < 0.002], consistent with the greater effect of
condition at low signal-to-noise ratios apparent in
Figure 5. The mean response time for condition
ENH was 62.8 ms less thaa that for condition EO
(standard error = 10.1 ms, and this difference was
statistically significant (p < 0.001). The mean re-
sponse time for condiiion ENHC10/2 was 113 ms
less than that for condition EO, and again this
difference was significant (p < 0.001). The mean
difference  between conditions ENH  and
ENHC10/2, 52.8 ms, was also significant
(p < 0.001). Thus, the results show that there are
significant advantages for the processed conditions
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compared with the control condition, with combined
enhancement and compression giving bigger advan-
tages than enhancement alone. The advantages are
statistically more robust for the response-time com-
ponent of the test than for the identification
component,

The magnitudes of the effects described above,
especially the response times, are difficult to inter-
pret because of the somewhat complex nature of the
sentence verification test. One way of relating the
effects to other, more familiar measures, is to
convert the differences in percent correct scores or
response times to equivalent changes in signal-to-
masker ratio. The data in Figure 5 indicate that both
the percent correct scores and the response times are
approximately linearly related to the signal-to-noise
ratio, for signal-to-noise ratios between 0 and +6
dB. For the control condition, each 1-dB increment
in signal-to-noise ratio produces a 2.3 percent
change in the percent correct score and a 38.3-ms
change in the response time. These relationships
were used to transform the magnitudes of the
differences between conditions into equivalent
changes in signal-to-noise ratio in dB.

For the percent correct scores, the difference
between conditions EO and ENH was equivalent to a
0.8-dB change in signal-to-noise ratio, while the
difference between conditions E0 and ENHC10/2
was equivalent to 1.2 dB. For the response times,
the difference between conditions EQ and ENH was
equivalent to a 1.6-dB change in signal-to-noise

ratio, while the difference between conditions EQ
and ENHC10/2 was equivalent to 3.0 dB. Thus, the
benefits of processing are approximately twice as
large for the response-time component as for the
identification component. If percent correct and
response time can be regarded as subcomponents of
an overall benefit from processing, then condition
ENH gave an overall benefit of 2.4 dB compared
with the control condition, and condition
ENHC10/2 gave an overall advantage of 4.2 dB
compared with the control condition.

The fully factorial, repeated-measures nature of
the experimental design enabled individual differ-
ences to be investigated. For the identification
scores, a general linear model (GLIM) analysis was
conducted based on a logistic model, assuming that
errors were distributed according to a binomial
distribution. Here the proportion correct (PrC) is
the dependent variable in an equation of the form:

PrC = 1/(1 +exp(— (B0 + B1+X1 + B2+X2 + ...))) [6]

where X1, X2, etc. are indices for specific values of
the independent variables (signal-to-noise ratios, and
processing conditions) and their interactions. The
procedure produced estimates of the values of the
parameters, B0, B1, B2, etc., referenced to a specific
baseline, namely the mean for the control condition
at 0 dB signal-to-noise ratio. BO is the parameter
estimate for the baseline itself. The effect of
replicate was not significant and is not included in
the analysis. The results are summarized in Table 6.

Table 6.
Summary of the results of the logistic regression analysis (GLIM) of the identification scores.
S/N ratio Condition Interaction
Subject Baseline 3dB 6 dB 9dB 12dB ENH ENHC10/2
14 0.315 0.282 0.691 0.836 1.234 0.169 0.182 N.S.
(0.078) (0.085) (0.089) (0.091) (0.098) (0.072) (0.072)
15 0.674 0.270 0.855 1.081 1.209 0.186 0.064 N.S.
(0.083) (0.089) (0.098) (0.103) (0.106) (0.080) (0.078)
16 0.816 0.442 0.627 1.157 1.549 -0.073 0.229 N.S.
(0.087) (0.096) (0.099) 0.112) (0.125) (0.084) (0.088)
17 1.050 0.327 1.001 1.260 2.041 0.116 0.277 p < .01
(0.095) (0.101) 0.117) (0.125) (0.164) (0.094) (0.097)
18 1.370 0.254 0.906 1.632 1.385 0.258 0.359 N.S.
(0.104) {0.112) (0.130) (0.164) (0.151) (0.105) (0.108)

Parameter estimates (and associated standard errors) are referenced 1o a baseline, namely the control condition with 0-dB signal-to-noise ratio. A
parameter estimate for the baseline itself is given and an indication of the significance of the interaction of signal-to-noise ratio with condition.




To return to a percent correct score from a
parameter estimate, the equation

Percent correct = 100/(] + ¢ ~Sum of estimates)y [7)

is used. Thus, for subject 14 the figure of 0.315 for
the baseline (control condition at 0 dB signal-to-
noise) is equivalent to a score of 57.8 percent. Using
the properties of the logistic regression, the effect of
a combination of factors may be assessed by simple
addition of the parameter estimates. Thus the
estimate associated with a signal-to-noise ratio of 3
dB in the control condition is 0.315 +
0.282 = 0.597 (equivalent to a percent correct score
of 64.5 percent) while the estimate associated with a
signal-to-noise ratio of 3 dB in the enhanced
condition for subject 14 is 0.315 + 0.282 +
0.169 = 0.766 (equivalent to a percent correct scors
of 68.3 percent).

The data in Table 6 suggest that the processing
conditions give different effects for different sub-
jects. For example, subject 16 showed no benefit for
enhancement alone, but showed a clear benefit for
enhancement with compression. In contrast, subject
15 showed a clear benefit for enhancement alone,
and showed less benefit for enhancement with
compression. Subjects 14, 17, and 18 showed some
benefit from enhancement alone, and showed larger
benefits from enhancement with compression, al-
though the differences between conditions ENH and
ENHC10/2 were not significant. The interaction of
signal-to-noise ratio with processing condition was
significant only for subject 17.
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The results for the response time estimates were
analyzed using an identical linear model but assum-
ing that errors were normally distributed. The
results for the five subjects are shown in Table 7.
The pattern was similar to that for Table 6, though
now there was a significant interaction between
signal-to-noise ratio and condition for subjects 16
and 18. Overall, the effects of condition were more
robust (as can be seen by comparing the parameter
estimates with their associated standard errors). For
subjects 14 and 15, the benefit of condition ENH
was not significant, but the benefit of condition
ENHC10/2 was significant. For subjects 16, 17, and
18, there were significant benefits in both condi-
tions. The benefits tended to be larger in condition
ENHCI10/2 than in condition ENH, but the differ-
ences were not significant. It is noteworthy that the
identification scores of subject 16 did not show a
benefit for condition ENH, whereas the response-
time scores did.

Although the experiment contained relatively
small numbers of subjects, the nonhomogeneous
pattern of results does suggest that, in future experi-
ments, it would be worthwhile to investigate further
the characteristics of individual subjects to try to
find the predictors of benefit from enhancement.

GENERAL SUMMARY, DISCUSSION, AND
CONCLUSIONS

The results of experiment 1 were disappointing,
in that they failed to show any significant benefits of

Table 7.
Summary of the results of the logistic regression analysis (GLIM) for the response times.
S/N ratio Condition Interaction
Subject Baseline 3dB 6dB 9dB 12 dB ENH ENHC10/2
14 1357 -212 —248 -350 -513 -37 -111 N.S.
(29.8) (33.3) (33.3) (33.3) (33.3) (25.8) (25.8)
15 1469 - 160 =213 -293 -433 -20 -85 N.S.
(25.8) (28.8) (28.8) (28.8) (28.8) (22.3) (22.3)
16 1383 - 160 -220 -310 - 403 -71 - 83 p < .01
(29.8) (33.3) (33.3) (33.3) (33.3) (25.8) (25.8)
17 1535 - 165 -198 -343 -432 -117 - 165 N.S.
(29.3) 32.7) (32.7) (32.7) 32.7) (25.4) (25.9)
18 1378 =217 —248 - 355 -512 -69 -121 p < .01
(29.3) 32.8) (32.8) (32.8) (32.8) (25.9) (25.4)
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the enhancement processing, although the results did
indicate that a large degree of spectral enhancement
can have deleterious effects. In hindsight, the failure
to find positive effects of the processing in experi-
ment 1 probably can be attributed in part to the
experimental design, which did not give subjects the
opportunity to practice in the different conditions.

The results of experiment 2 showed that subjec-
tive ratings of both quality and intelligibility were
affected by the processing, but the effects varied
across subjects. For judgments of both quality and
intelligibility, speech in noise processed using a
moderate degree of enhancement was generally
preferred over the control condition. The results for
higher degrees of enhancement varied across sub-
jects. Subject 11 preferred the highest degree of
enhancement both for quality and intelligibility. For
several other subjects, quality decreased for the
highest degree of enhancement.

The results of experiment 3 indicated that a
large amount of compression, either used alone or in
combination with spectral contrast enhancement,
had deleterious effects on the intelligibility of speech
in noise. The results showed clear effects of practice,
suggesting that subjects may require time to get used
to novel types of processing. The results for the
second Latin Square (i.e., those obtained after a
small amount of practice) indicated that the condi-
tion involving the combination of spectral contrast
enhancement and a moderate amount of compres-
sion, ENHC10/2, gave a significantly higher mean
score than the control condition.

Taken together, the results of experiments 1, 2,
and 3 indicate that high degrees of enhancement, or
high degrees of compression, generally have deleteri-
ous effects. In other words, too much processing is a
bad thing! However, the results of experiment 2
indicate that a moderate amount of spectral en-
hancement can lead to improved subjective ratings
of quality and intelligibility, and the results of
experiment 3 indicate that, after some practice, a
moderate degree of spectral enhancement, combined
with a moderate degree of compression, can give
better results than those obtained with unprocessed
speech.

Experiments 1 and 3 suffered from the problem
that subjects were given rather little practice in each
condition. This was forced upon us because, with
the limited number of sentence lists available to us,
it would not have been possible to give extensive

practice without subjects memorizing the lists. The
limited number of sentence lists created a second
problem; it was impossible to gather a large amount
of data for each condition. This meant that some of
the effects observed were of marginal statistical
significance. A third problem was that the measure
used, the percent correct of words identified in short
sentences, may not have been suitable for revealing
all of the effects of the processing. Specifically, the
measure probably did not tap the dimension of
‘“‘ease of listening,”’ which can be especially impor-
tant in everyday situations involving decision mak-
ing and selective attention.

The Sentence Verification Test used in experi-
ment 4 was intended to overcome these problems.
The test can be administered repeatedly without
substantial learning effects, and it includes a mea-
sure of response time which is probably related to
ease of listening. The results showed highly signifi-
cant benefits of the processing, with spectral en-
hancement alone being superior to the control
condition, and enhancement combined with com-
pression being superior to enhancement alone.
When expressed in terms of equivalent changes in
signal-to-masker ratio, the benefits were about twice
as great for the response time measures as for the
identification scores, and they were also statistically
more robust for the response time measures. This
suggests that the major benefits of the processing
may be in terms of increased ease of listening rather
than in intelligibility.

The results of experiment 4 indicate that the
improvement in the intelligibility score produced by
processing alone was equivalent to a change in
signal-to-noise ratio of abcut 0.8 dB, a relatively
modest amount. The results of Simpson, et al. (19)
for spectral processing with a similar degree of
enhancement (although implemented using a some-
what different algorithm), showed typical improve-
ments in intelligibility, relative to the control condi-
tion of about 7 percent. For the speech materials
used by Simpson, et al., each 1-dB change in
speech-to-noise ratio produces about an 11 percent
change in intelligibility (34). Thus, the 7 percent
change in intelligibility is equivalent to about a
0.6-dB change in speech-to-noisc ratio. This is
comparable to the 0.8-dB change found in experi-
ment 4.

It should be emphasized that the overall effect
of the processing found in experiment 4 was larger
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than this. If the changes in intelligibility and in
response times were both expressed in terms of
equivalent change in speech-to-noise ratio, the net
effect was an improvement (relative to the control
condition) of 2.4 dB for enhancement alone, and 4.2
dB for enbancement combined with compression.

Experimernts 1 and 3 used a Latin Square de-
sign, which makes it difficult to analyze the effects
of individual differences. However, the results of
experiment 2 showed clear evidence of individual
differences in the judged pleasantness and intelligi-
bility of the processed stimuli. Similarly, both the
intelligibility measures and the response time mea-
sures of experiment 4 revealed clear individual
differences. Further research is needed to clarify
why these differences occur, and to establish
whether they can be related to individual differences
in psychoacoustic factors such as frequency selectiv-
ity.
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Abstract—Hearing-impaired listeners often have great
difficulty understanding speech in situations with back-
ground noise (e.g., meetings, parties). Conventional
hearing aids offer insufficient directivity to significantly
reduce background noise relative to the desired speech
signal. Based on array techniques, microphone prototypes
have been developed with strongly directional characteris-
tics to be incorporated into the frame and the ‘‘temples’’
of a pair of eyeglasses. Particular emphasis was on
optimization and electronic stability. Computer simula-
tions show that a directivity index of more than 10 dB can
be obtained at the higher frequencies. Simulations were
verified with free-field measurements. To investigate the
influence of the human head on directivity, two portable
models were also tested with a KEMAR manikin. The
measurements show that the two models give an improve-
ment of the signal-to-noise ratio of approximately 7 dB in
a diffuse background noise field compared with an
omnidirectional microphone. For the clinical assessment
of these microphone arrays in the diffuse noise field
(simulating a cocktail party situation), the speech-recep-
tion threshold in noise for simple Dutch sentences was
determined with a normal single omnidirectional micro-
phone and with one of the microphone arrays. The results
of monaural listening tests of 30 subjects with normal
hearing and 45 subjects with hearing impairment show
that the microphone arrays give a mean improvement of
the speech reception threshold in noise of about 7 dB
compared with an omnidirectional microphone.

Key words: background noise, KEMAR manikin, micro-
Dphone arrays, microphone eyeglass prototypes, omni-
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directional microphone, signal-to-noise ratios, speech
reception.

INTRODUCTION

Many people have great difficulty understand-
ing speech in surroundings with background noise
and/or reverberation. This is especially a problem
for the increasing number of elderly people and
people with sensorineural impairment. Several inves-
tigations of speech intelligibility in noisy situations
have demonstrated that subjects with sensorineural
hearing loss may need a 5-15 dB higher signal-to-
noise ratio than subjects with normal hearing (1).
Every 4-5 dB improvement of the signal-to-noise
ratio may raise the speech intelligibility by about 50
percent (2,3,4).

A directional hearing aid may reduce back-
ground noise relative to the desired speech signal.
Until now, directional hearing aids consisted of a
conventional hearing aid with a single cardioid
microphone. Although Mueller (5) and Hillman (6)
published studies showing a preference for a hearing
aid with a directional cardioid microphone, the
directional hearing aid has not yet enjoyed the
widespread clinical acceptance that would be ex-
pected on theoretical grounds. In practice, the
reduction of background noise with a cardioid
microphone is not yet sufficient because the low
directivity for higher frequencies (2,000-5,000 Hz)
permits a maximum improvement of only about 2
dB (7,8).
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Different solutions to further improve the direc-
tivity seem plausible on theoretical grounds. In
adaptive processing, the processing of the signals
from two or more microphones is continuously
adjusted according to properties of the received
sound signals and controlied by an adaptation
mechanism that can be implemented on a signal
processor (8,9,10,11).

In fixed array processing, a fixed configuration
of a number of microphones offers the possibility of
suppression of background noise while the desired
speech signal in front of the user is transmitted
undistorted. A high and robust directivity can be
obtained when the length of the array is larger than
the wavelength; the signal processing can be done
with relatively simple analogue electronics. A de-
sired sound source can be chosen by moving the
principle direction of the array toward the source. A
cosmetic disadvantage of a fixed array technique
might be the array length. As a practical compro-
mise, it was envisaged that the microphone array
should be connected to, or built into, a pair of
eyeglasses and should be used in combination with a
conventional hearing aid. Therefore, the maximum
array length is determined by the length of the
eyeglass ‘‘temples’’ (i.e., the pieces that extend from
the frames alongside the head and around the ears)
or the width of the frame, which is approximately 10
cm and 14 cm, respectively.

The directivity index (Dl) was accepted as a
measure to differentiate between possible solutions.
It was decided to optimize the DI within a frequency
range of 500 Hz to 4,000 Hz. The shape of the direc-
tivity pattern was considered to be of secondary impor-
tance. Further, the new directional microphone is
meant to be used monaurally. Profits of binaural
fitting should be added by simply using two devices.

In the following sections, the results of com-
puter simulations and measurements on different
array configurations, optimization and stability of
different array configurations, and listening tests
with normal-hearing and hearing-impaired subjects
will be summarized (12).

METHODS AND DISCUSSION

Simulations on Broadside and Endfire Array
For an application with microphones mounted
on a pair of eyeglasses, we distinguish between two

important groups of linear arrays characterized by
the position of the microphones, viz. broadside
arrays and endfire arrays.

In a broadside array the microphones are
placed along the x-axis (alongside each other). The
directivity pattern can be shown (13) to be given by

QWl,9,w) = ¥ Dy(@A,(w)e ™" 1]

with 6 and ¢ the angles of incidence, w the
frequency, n the microphone number, D (w) the
frequency-dependent directivity characteristic of the
individual microphones, A (w) the amplitude
weighting of individual microphones, k, equal to k
cos ¢ sin @ (k is the wave number), and Ax the
distance between the microphones.

In an endfire array the microphones are placed
along the z-axis (behind each other) and the phase
correction should be r, = nAz/c (c is sound veloc-
ity). Now, the directivity pattern is given by

Q(O:d))w) = E Dn(w)An(w)e-j“"’n ejk,nAz [2]

with k, = k cos 6.

Considering the situation with the desired
sound coming from the main direction of the array
and the background noise distributed equally over
all other directions, the directivity index DI(w) is a
proper measure to indicate the average attenuation
of the background noise with respect to sound
coming from the main direction (14); it is given by

4 0,¢,0)max | >
DI(w) = 10 log _ 7 1QEO:¢,)mas | (3]

ff1Qw0.0.0)|? sin 6 as as
0

0

For a broadside array of five microphones with total
length L = nAx = 10 cm assuming omnidirectional
microphones {D,(f,9,w) = 1] and uniform ampli-
tude weighting (A, = 1), the DI equals 4.9 dB at
4,000 Hz. An endfire array with similar parameters
will have a DI = 7.6 dB.

A comparison of equations for the beam width
of the broadside and endfire array shows that in the
x-z plane the main beam of a broadside array is
always narrower than that of an endfire array of the
same size. Therefore, the use of a broadside array
may be advantageous when a small beam width is
wanted in one plane. However, the computed
directivity indices show that an endfire array of
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omnidirectional microphones is advantageous for
diffuse noise suppression.

Amplitude weighting [A_ (w)] of each micro-
phone signal is equivalent with the application of a
window function. The uniform weighting gives a
small main lobe with relative high side lobe levels. A
concave upward weighting results in a narrower
beam width at the expense of having higher side lobe
levels. The opposite effect can be obtained with a
Cosine, Hanning or Doiph-Chebyshev window func-
tion. They reduce the side lobe levels at the cost of a
broader main lobe and a lower DI. The broader
main lobe is a result of the low amplitude weighting
at both ends of the array, giving an array with a
relatively shorter effective length. However, the
uniform weighting and the concave upward weight-
ing have the highest DI. Finally, it must be noted
that the weighting functions can also be applied to
an endfire array. The amplitude weighting is inde-
pendent of the phase correction, but both can be
used to shape the directivity pattern (12).

Using cardioid microphones {D(8,¢,w) # 1] can
be very useful in array design to improve the
directivity for the lower frequencies (A > L), to
suppress side lobes and/or unwanted main lobes.
This is especially advantageous for low frequencies
and for suppressing the backward lobe of the
broadside array.

Figure 1 gives the directivity pattern and the
directivity index at 4,000 Hz for both array configu-
rations with five cardioid microphones in a free-field
situation, for a broadside array with L = 14 cm and
an endfire array with L = 10 cm. The cardioid
microphones give a significant improvement of the
DI at the lower frequencies. We may conclude that
with one endfire array (L = 10 ¢cm) or one broad-
side array (L. = 14 cm) of cardioid microphones, a
DI can be reached of at least 5 dB at the lower
frequencies rising to more than 10 dB at 4 kHz.

Combinations can be made of one endfire and
one broadside array, two endfire arrays with inter-
mediate distance L = 14 cm, and a full configura-
tion of two endfire arrays and one broadside array
having the shape of one pair of eyeglasses. The
directivity of the combined configurations was com-
puted for a free-field situation and a simple summa-
tion of the (delayed) microphone signals giving one
output signal (mono).The combined array configu-
rations (mono, free-field) give an extra improvement
of the DI between 2 and 3 dB.

Section ll. New Methods of Noise Reduction: Bilsen et al.

Figure 1.

Schematic representation of a broadside array and an endfire
array, together with the 3-D directivity patterns and the pattern
in the horizontal plane at 4,000 Hz, calculated for the case of
five cardioid microphones and optimized array parameters.

A Numerical Approach to Optimization and
Stability

For an array configuration to be optimally
effective in the improvement of speech intelligibility
in noise, it should have optimal directional charac-
teristics. But an array configuration with a high
directivity may not necessarily be a stable one. The
high value of the DI may be reached for a special
theoretical parameter choice that can be created in a
laboratory situation but cannot be maintained in
practice. Therefore, in a practical situation it is
important to choose a stable array solution with a
sufficient directivity, which is minimally influenced
by intrinsic variabilities of microphones (amplitude
and phase characteristics), amplitude weighting (am-
plifiers and resistor values), and/or time lag correc-
tion (delay elements).

Soede (12) used a comprehensive quasi-
Newtonian algorithm (15) to study endfire, broad-
side, and Jacobi arrays. The algorithm searches for
an unconstrained maximum of a function vector F
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of parameters (represented by parameter vector x),
where no mathematical derivatives of the function
are required. The variables can be subjected to fixed
lower and/or upper bounds. In this application the
function vector F was defined by the equation for
the DI. The optimization process was executed for
single frequencies (i.e., 1,000, 2,000, 3,000, and
4,000 Hz) with respect to the amplitude weighting
and the time lag correction of each cardioid micro-
phone. The optimization processes showed that
optimization of the parameter set at 4,000 Hz was
sufficient for this application, giving a high DI for
the lower frequencies too.

For the endfire array, optimization was done
with a fixed overall length of 10 cm and for a
changing number of microphones ranging from 2 to
17 with optimal time lags according to Hansen and
Woodyard (16). It turned out that the DI at 4 kHz
improves by 4 dB when five or more microphones
are used instead of one. Using six or more micro-
phones gives no further improvement. With respect
to stability, it was shown that the influence of
variations in amplitude weighting and delay times on
the value of the DI of an optimized endfire array
with five microphones is small. Therefore, it was
concluded that an optimized endfire array with five
microphones offers a stable and practical solution.

For the broadside array, optimization can be
performed with respect to the position of the
microphones as well as their amplitude weighting.
Regarding the first, Ma (17) showed that the
directivity of an array with variable microphone
spacing will, at its optimum, be only a fraction of a
decibel higher than an array with equidistant micro-
phone spacing. Therefore, Soede (12) only paid
attention to amplitude weighting with equidistant
microphones. The optimization was done for a
broadside array with a fixed width of 14 cm
consisting of four, five, and six microphones. It was
found that the profit of the optimization is very
small. The directivity is mainly determined by the
length of the array in relation to the wave length.
Also, the spectrum of the optimized broadside array
is hardly influenced by the optimization and is equal
to the spectrum of one single cardioid microphone.
A comparison of DIs for optimized configurations is
presented in Figure 2.

With respect to stability, the influence of
variations in the amplitude weighting appears to be
very small as well. A difference of 0.2 dB between

g Frequencies
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Endlire  Broads

0 -
Cardloid

Figure 2.

The directivity index calculated for a cardioid microphone, the
optimized broadside array and the optimized endfire array
consisting of five cardioid microphones, at four different
frequencies.

the DI of the uniform broadside array and the
optimized array was reached by a variation in the
amplitude weighting of more than 50 percent. Thus,
variations with respect to sensitivity between the
microphones used are negligible. Variations with
respect to phase characteristics, on the other hand,
reduce the directivity for a frequency of 4,000 Hz,
but not below 6 dB. In summary, up to 2,000 Hz a
broadside array appears very stable with respect to
variations in individual microphone components—
for further details see (12).

Directivity Measurements in Free Field and with
KEMAR

For an assessment of the microphone arrays, a
laboratory model of an endfire array and a broad-
side array was built (12). Because it was expected
that the directivity of an array might be influenced
by reflections and diffractions at the head, measure-
ments were carried out in an anechoic chamber with
the models placed in free-field conditions as well as
in combination with an artificial head (KEMAR).

The laboratory model consisted of directional
electret microphones (MICROTEL 61 ) with tube
extensions to obtain a cardioid directivity pattern.
The microphones were connected to movable little
sockets. In the endfire configuration, each micro-
phone is placed with its maximum sensitivity to
6 = 0° (along the bar). The signal of each micro-
phone is delayed relative to the first microphone
signal using Panasonic MN3012 bucket-delays. The
delay time of each microphone could be varied
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independently of the other delays by variation of the
clock frequency of the bucket-delay. Amplitude weight-
ing is done with adjustable amplifiers. For the broad-
side array, the same laboratory model with delay
times set to zero was used. Each microphone was
placed in the broadside configuration with its maxi-
mum sensitivity to § = 0° (perpendicular to the bar).

Directivity patterns were measured monochro-
matically in an anechoic chamber (V = 1,000 m®)
with the microphone array mounted on a turntable
and with a loudspeaker at a distance of 6.4 m. Data
acquisition was carried out with a PC-controlled
measurement system developed in-house. For practi-
cal reasons, the directivity patterns were measured in
the horizontal plane only. For the endfire array, the
DI was computed from the measured directivity
pattern assuming the main beam at 0° and a cylinder
symmetry along that main beam. For the broadside
array, the DI was computed from the horizontal
directivity pattern and corrected for the cardioid-like
directivity pattern in the vertical plane,

== 2000 Hz 0]
DI 6.4 98 180

a.Free field measurement

] i;. ~
T
vy
\“OQ;%:;

500 Wz .-, [~ = 1000 Hz
01 4.3 08 160’ or 5.1 a8

b. Measurement with KEMAR

Figure 3.

Measured polar diagrams of an optimized endfire array consist-
ing of five cardioid microphones and an overall length of 10 cm,
in free-field (@) and with KEMAR (b).

Section Il. New Methods of Noise Reduction: Bilsen et al.

For an optimized endfire array with five
cardioid microphones and a length of 10 cm,
directivity patterns (polar diagrams) are presented in
Figure 3 for free-field conditions (4) and with
KEMAR (b). Directivity indices were computed
from these measurements with the restrictions men-
tioned in the previous paragraph. A comparison of
the free-field directivity patterns and thcse measured
with KEMAR show that, especially when the sound
is coming from the right side of KEMAR, the
influence of the head on the performance of the
array is relatively small. The reduction of the
estimated DI is less than 1 dB for all frequencies.
The main beam is in the direction of 0° for all
frequencies. Apparently, the directivity of the
endfire array is hardly decreased by the addition of
reflections or diffraction of the sound by the head.

For a broadside array with five cardioid micro-
phones and total width of 14 cm, directivity patterns
are given in Figure 4 for free field conditions (@) and
with KEMAR (b). A comparison shows that the
influence of the head on the directivity patterns is
again very small and is even advantageous for
suppression of the backside lobes. The decrease in
the DI at 500 Hz is less than 0.5 dB.

In summary, the estimated values of the DI
computed from the polar patterns measured with the
KEMAR manikin show that one cardioid micro-
phone may give a mean improvement of 4 dB in
comparison with one omnidirectional microphone.
The estimated DI of the optimal endfire microphone
array as well as the broadside microphone array
ranges from 4 dB at 500 Hz to more than 10 dB at
4,000 Hz.

Directivity Measurements in an Artificial Diffuse
Noise Field

Based on the results summarized in the previous
sections, two portable array models were built that
were suitable for psychophysical assessment with
hearing impaired listeners: a portable endfire micro-
phone array with a total length of 10 cm, and a
portable broadside microphone array with a total
width of 14 cm mounted on a pair of eyeglasses (12).
Because cardioid microphones have a spectrum
rising with 6 dB/octave, a correction filter for
flattening was applied. The correction filter was
designed in such a way that the spectrum in the
front direction of both arrays was flat within +2 dB
between 500 and 4,000 Hz.

e —————————————————————————
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8. Free-flold measurement

b. Measurement with array In front of tie head of KEMAR

Figure 4.

Measured polar diagrams of an optimized broadside array
consisting of five cardioid microphones and an overall width of
14 cm, in free-field (d) and with KEMAR ().

An artificial diffuse sound field mimicking a
cocktail party situation was realized with eight small
loudspeakers positioned at the boundaries of an
imaginary rectangular box (2.0 x 2.0 x 1.70 m) inside
a sound-insulated booth (at the ENT department of
the University Hospital, Rotterdam). Four loud-
speakers were placed near the ceiling of the room at
the edges of the rectangular box and the other ones
were placed vertically (height 40 cm) at the corners
of the cube. The eight loudspeakers were fed with
eight independent noise sources, producing a spec-
trum equal to the long-time-average spectrum of
speech. One loudspeaker was positioned at a height
of 1.25 m in front of the listener (seated near the
center of the box) and simulated the partner in a
discussion during the listening test. The sound levels
of the speech and the noise field could be varied

e —————————————————————————————

with an audiometer and an 8-channel attenuator
developed in-house, respectively; both variables
were controlled by a personal computer—for further
details, see (12).

A KEMAR manikin was placed in the center of
the experimental set-up facing the front loudspeaker
(distance 1 m), and measurements were carried out
with two behind-the-ear hearing aids, one with an
omnidirectional microphone and one with a cardioid
microphone, and then with the portable broadside
and endfire microphone arrays. The hearing aids
were connected to the right ear of KEMAR with an
earmold (libby-horn with foam plug). Signals of the
microphone arrays were measured via the behind-
the-ear hearing aid using an induction-loop and the
induction coil of the hearing aid (this equals the
listening test conditions with the real subjects). With
this set-up the attenuation of the diffuse noise field
relative to the noise coming from the front direction
was measured in one-third-octave bands.

The results of the measurements are reproduced
in Figure S. The attenuation is given as a function of
the one-third-octave ccnter frequency (400-5,000
Hz). The mean level is computed from the one-
third-octave band levels with equal weights. The
measurement with the hearing aid containing a
normal omnidirectional microphone shows that the
diffuse sound field is not attenuated. The mean
value of —1 dB means an amplification of the
diffuse sound field relative to the signal coming
from the front. The hearing aid with one cardioid
microphone attenuates the diffuse sound field for
the lower frequencies with a mean of +1.5 dB,
indicating an improvement of +2.5 dB compared
with the omnidirectional hearing aid. This corre-
sponds with everyday experience (5,6).

The measurements with the broadside and
endfire microphone arrays show a strong attenua-
tion, especially for the high frequencies, with mean
values of +6.0 dB and + 5.8 dB, respectively, thus
indicating an improvement of 7.0 dB (broadside)
and 6.8 dB (endfire) compared with the omni-
directional hearing aid. These results are about 1 dB
lower in comparison with the DIs estimated from
the KEMAR directivity patterns. This difference can
be explained by a contribution of the sound of the
front loudspeaker to the diffuse noise field due to
(not negligible) reverberation in the soundproof
booth.




79

1 Omni-directional

Attenuation (dB)
o N &b O o

500 1000 2000 4000 Mean
Frequency (Hz)
10
8 Cardioid

Attenuation (dB)
&

2 -

500 ) 1'008 2'000' 4000 Mean
Frequency (Hz)

10 -

8. Broadside
g
;_:' 6
S 4
‘é’ h
g 24
<

500 1000 2000 4000  Mean
Frequency (Hz)
Endfire
[
2
s
s
=
g
g
2 e e T
500 1000 2000 4000 Mean
Frequency (Hz)
Figure 5.

Attenuation of the artificial diffuse sound field, as measured in
1/3-octave bands with KEMAR and an omnidirectional, a
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Psychophysical Assessment in 8 Cocktail-Party
Simulation

Speech intelligibility with the arrays in a cock-
tail-party situation was determined using the artifi-
cial diffuse noise field as briefly described in the
previous section. Using a simple up-down proce-
dure, the SO percent intelligibility level, the so-called
speech reception threshold (SRT) was determined.
The difference between the SRT in noise and the
noise level was defined as the critical speech-to-noise
ratio (S/N ratio).The speech material consisted of 10
lists of 13 short Dutch sentences, representative of
everyday conversation (4). For the simulation of the
background noise at a typical cocktail party, eight
independent ‘‘speech noise’’ signals were used hav-
ing a spectrum equal to the long-term-average
spectrum of the sentences.

The monaural listening tests were carried out
with 30 subjects with normal hearing and 45 subjects
with heariing impairment. The group of 30 normal-
hearing listeners, equally divided as to mnales and
females, were mainly physics and medicine students
with ages ranging from 19 to 37 years with a median
age of 26.4 years. The hearing-impaired group
consisted of 23 male and 22 female subjects, aged
36-90 years, with a median age of 68.8. The
hearing-impaired listeners were asked for their coop-
eration while visiting the ENT department of the
Rotterdam University Hospital for hearing-aid in-
spection. Cooperation was requested after the hear-
ing-aid fitting received its final approval and when a
discrimination score of at least 80 percent for
monosyllables presented in quiet was found. Each
listening test took about 15 minutes.

For the assessment of the microphone arrays
with hearing-impaired subjects, an induction loop
was used in combination with the subject’s own
individually fitted hearing aid—for experimental
details see (12). If necessary, the other ear was
occluded with a foam plug (E.A.R.-plug). Because
we were primarily interested in comparing the
omnidirectional microphone and the microphone
arrays, most subjects with hearing impairment per-
formed two listening tests under two conditions:
with their own hearing aid in combination with an
external omnidirectional microphone, and their own

cardioid, the broadside, and the endfire microphone. The mean
level is computed from the 1/3-octave measurements with equal
weights.
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hearing aid with endfire or broadside microphone
array. A subgroup of eight hearing-impaired listen-
ers took the listening tests under all three conditions.
The order of conditions (e.g., with and without
microphone array) was varied to avoid effects of
habituation and fatigue, and, moreover, to equalize
small differences between the 10 lists of sentences.

For the group of normal-hearing subjects, the
listening tests were carried out with changing sub-
groups for four conditions: own ear, hearing aid
(Philips M47), broadside microphone ariay, and
endfire microphone array via hearing aid. The
normal-hearing subjects listened to the hearing-aid
using a libby-horn with foam plug.

Figure 6 presents the averaged S/N ratios and
intersubject standard deviation for the number of
listening tests (n) per condition, for the normal-
hearing group as well as for the hearing-impaired
group. In addition, the values of the S/N ratios at
overall levels of +20 and + 30 dB and the difference
between these values are given. The small differ-
ences between the values of the S/N ratios at +20
and +30 dB confirm the linearity of the SRTs as
hypothesized by Plomp (3) and the reliability of the
mean S/N ratios for most conditions. For the
normal-hearing conditions, the standard deviations
are less than 1.2 dB. For the hearing-impaired
conditions, they are about 3 dB.

A comparison of the S/N ratios shows the
following points:

1. The monaural S/N ratio of the normal-hearing
group (listening with one good ear) equals
-8.5dB.

2. A hearing aid (Philips M47) decreased the S/N
ratio of the normal-hearing listeners by 1.2 dB.

3. The S/N ratio of the normal-hearing group can
be improved significantly using a microphone
array, instead of an omnidirectional micro-
phone.

4. The hearing-impaired group listening with the
omnidirectional microphone has a S/N ratio of
only —0.2 dB, with a large standard deviation
of 3.4 dB.

5.  The microphone arrays also give a significant
improvement of the S/N ratios for the hearing-
impaired group. The absolute values of the
average S/N ratio obtained with the micro-
phone arrays is comparable with the S/N ratio
of the normal-hearing group listening with one
good ear.

Normal-hearing subjects Hearing-impalred subjects
Own Ear | Hearing Aid] Broadside | Endfire | Hearing Aid[ Broadside | Endlire
g 1
e TR B
g £ f
z o |
<
n 16" 14 7 6 45 26 27
+20 -8.3 7.1 -11.3 -11.5 0.4 72 6.5
+30 -8.8 75 123 -13.6 0.1 7.0 8.8
diff, 05 04 1.0 21 -0.5 02 0.3
mean -85 73 -11.8 1126 02 79 6.6
sd. 1.0 12 0.8 09 34 30 3.0

* 10 listening tests added for tixed noise levels of 55 and 85 dB.

Figure 6.
S/N ratios resulting from listening tests with normal-hearing
and hearing-impaired subjects for different listening conditions.

On the average, the broadside microphone
array gives an improvement of 7.0 dB with a
standard deviation of 1.9 dB, and the endfire
microphone array gives an improvement of 6.8 dB
with a standard deviation of 2.1 dB. Most hearing-
impaired listeners (41 of 45) obtain an improvement
of at least S dB. The difference of 0.2 dB between
the broadside and endfire microphone arrays was
also found for the subgroup of eight subjects
listening to both microphone arrays.

CONCLUSION

The following was noted as the result of the
work described above:

¢ Computer simulations showed that it should be
possible to construct a broadside or an endfire array
with dimensions suitable for mounting on a pair of
eyeglasses, with a stable and near-to-optimal direc-
tivity index using five cardioid microphones only.

e Directivity pattern and directivity index measured
in free-field with and without KEMAR show only a
slight degradation in the performance of the arrays
due to reflection and diffraction of sound at the
head of the order of 1 dB.

¢ KEMAR measurements in an artificial diffuse
noise field show that the broadside microphone
array and the endfire microphone array will attenu-
ate the diffuse noise field (‘‘speech noise’’) relative
to sound coming from the front direction (‘‘desired
speech’’) and give a mean improvement of 7.0 dB
and 6.8 dB, respectively.
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¢ Speech intelligibility tests in a cocktail party
situation (simulated by the diffuse noise field) with
normal-hearing and hearing-impaired subjects
showed that the microphone arrays improve the
critical S/N ratio significantly: an omnidirectional
hearing aid microphone broadside and endfire mi-
crophone array give a mean improvement of 7.0 dB
and 6.8 dB, respectively. These results confirm the
KEMAR measurements.
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Abstract—A multi-signal-processor set-up is introduced
that is used for real-time implementation of digital
hearing aid algorithms that operate on stereophonic (i.e.,
binaural) input signals and perform signal processing in
the frequency domain. A multiband dynamic compression
algorithm was implemented which cperates in 24 critical
band filter channels, allows for interaction between
frequency bands and stereo channels, and is fitted to the
hearing of the individual patient by a loudness scaling
method. In addition, a binaural noise reduction algorithm
was implemented that amplifies sound emanating from
the front and suppresses lateral noise sources as well as
reverberation. These algorithms were optimized with
respect to their processing parameters and by minimizing
the processing artifacts. Different versions of the algo-
rithms were tested in six listeners with sensorineural
hearing impairment using both subjective quality assess-
ment methods and speech intelligibility measurements in
different acoustical situations. For most subjects, linear
frequency shaping was subjectively assessed to be nega-
tive, although it improved speech intelligibility in noise.
Additional compression was assessed to be positive and
did not deteriorate speech intelligibility as long as the
processing parameters were fitted carefully. All noise
reduction strategies employed here were subjectively
assessed to be positive. Although the suppression of
reverberation only slightly improved speech intelligibility,
a combination of directional filtering and dereverberation
provided a substantial improvement in speech intelligibil-
ity for most subjects and for a certain range of
signal-to-noise ratios. The real-time implementiation was
very helpful in optimizing and testing the algorithms, and
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the overall results indicate that carefully designed and
fitted binaural hearing aids might be very beneficial for a
large number of patients.

Key words: binaural hearing aids, impaired loudness
perception, multi-signal-processor, noise reduction, re-
cruitment phenomenon, sensorineural hearing impair-
ment, speech intelligibility.

INTRODUCTION

The most common complaints of patients with
sensorineural hearing impairment are their reduced
ability to understand speech in a noisy environment
and their impaired mapping between the sound-
pressure level of natural acoustical signals and the
perceived loudness of these signals. The impaired
loudness perception is often associated with the
so-called ‘‘recruitment phenomenon,”” (i.e., the in-
ability of the patient to perceive any sound at low to
moderate sound-pressure levels and a steep increase
in perceived loudness if the level increases from
moderate to high values). Therefore, dynamic com-
pression circuits have traditionally been incorpo-
rated in hearing aids (1). They operate on the full
input frequency range and/or in several independent
frequency bands in order to account for the fre-
quency dependence of the hearing dysfunction. In
the literature, however, there has been controversy
over the benefit of multichannel compression algo-
rithms (especially if short time constants are in-
volved) in comparison with linear or broadband
compression systems (2,3,4).
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Unfortunately, due to the computational ex-
pense involved in multiband algorithms, only short
speech samples have been used so far to evaluate
these systems empirically and to compare their
performance with other systems. In addition, most
of the compression systems developed so far only
operate monaurally (i.e., on thc signal for one ear).
Thus, the systems can distort the spatial auditory
impression, which is primarily determined by binau-
ral hearing (i.e., by listening with both ears).
Therefore, a real-time binaural multiband-dynamic-
compression algorithm is described and evaluated in
this paper that incorporates interaction between
both stereo channels to preserve interaural intensity
cues. Adjustable interaction between frequency
bands is also provided which allows for a parametric
transition from a broadband (single-channel) system
to a multiband system where all frequency channels
are processed separately.

Binaural hearing also contributes significantly
to the ability of normal listeners to suppress disturb-
ing noise and to enhance the signal coming out of a
desired direction (i.e., the so-called ‘‘cocktail party
effect’’). In addition, a reduction of the perceived
reverberation and its negative effect on speech
intelligibility is performed by normal listeners who
are able to exploit binaural cues (e.g., interaural
time and intensity differences) with sophisticated
signal-processing strategies in the central auditory
system (5). To restore the speech perception abilities
of the impaired listener in noisy and reverberant
environments, the evaluation and processing of
interaural differences might therefore be performed
by a ‘‘binaural”’ hearing aid using an intelligent
processing scheme that operates on two input signals
and provides one or two output signals. Several
algorithms of this type have been proposed in the
literature that were not necessarily intended for use
in hearing aids (6,7,8,9,10,11,12). However, they
tend to be very sensitive to small alterations in the
acoustical transfer functions, require a high compu-
tational complexity, or introduce disturbing process-
ing artifacts.

The directional filter algorithm proposed by the
authors (13) minimizes these disadvantages since it is
rather insensitive to changes in the acoustical trans-
fer functions and exhibits a limited computational
complexity. A real-time implementation is therefore
possible, which helps to reduce the artifacts. In
non-reverberant acoustical conditions, the algorithm

Section Il. New Methods of Noise Reduction: Kolimeier et al.

is successful in enhancing a ‘‘target speaker’ in
front of the listener with up to three interfering
speakers distributed off the midline. When reverber-
ation is added, however, the performance of the
algorithm deteriorates due to processing artifacts. A
combination with a scheme for suppressing reverber-
ation is described here that also should extend to
reverberant conditions the potential benefit obtain-
able from this algorithm.

In this paper, the implementation and first
results with these algorithms on a multi-signal-
processor set-up in real-time is described. After
evaluating the binaural multiband-dynamic-com-
pression algorithm, the combination of the direc-
tional filter with a dereverberation aigorithm that
operates on binaural input signals is evaluated. The
real-time implementation facilitates the precessing
of large speech samples and allows for an interactive
optimization of the processing parameters as well as
an interactive fitting to the requirements of the
individual patient.

METHOD

Hardware Set-Up

A block diagram of a hardware set-up is given
in Figure 1. Three digital signal processors (AT&T
WE DSP 32C), each a part of an Ariel PC-32
Digital Signal Processor (DSP) board in a PC-bus
slot, are connected with serial high-speed interfaces.
A stereo 16-bit A/D (analogue-to-digital) converter
is serially connected to the first DSP, while a 16-bit
stereo D/A (digital-to-analogue) converter is serially
connected to the third DSP. The input microphone
signals are either recorded with a dummy head or
with miniature microphones located in the outer ear
canal of an individual. These signals are amplified,

Oummy Head Headphone
¢ PC 486 o
€ar Microphone AD

D’*-‘Ds« nsvi_L_{osv ser | osP s.rsz‘—ﬂ

D.._zbunk 32 [t | 32 Juok] 32 (Ui D =
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Figure 1.

Block diagram of the hardware set-up employing three Digital
Signal Processor (DSP) chips with serial connections to external
AD/DA converters.
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low-pass filtered and converted to digital. The
output signals of the D/A converters are low-pass
filtered, amplified, and presented to the subject via
headphones or insert earphones. An overlap-add
technique (14) is implemented with the three DSPs.
The first DSP divides the incoming time signal into
overlapping scgments, multiplies each time segment
with a Hamming window, and extends the segment
with additional zeroes before performing a 512-
point fast Fourier transform (FFT). The second
DSP processes the signals in the spectral domain
while the third DSP performs the inverse Fourier
transform and the overlapping addition of the
filtered time segments in order to reconstruct the
time signal.

The three DSP boards are housed in a PC-
compatible 486 personal computer. A program
library was developed that reflects the high specifi-
cations of a multiprocessing system with respect to
the coordination of the processors, the data transfer
protocol, and the debugging options. To retain the
flexibility and the simple structure of the whole
software, the high-level routines that structure the
whole program system were written in “C”’ lan-
guage. On the other hand, to provide an efficient
real-time realization of certain routines, the compu-
tational intensive parts of the program were written
in assembly language. To ensure an effective and
time-saving data transfer between the processors,
each processor operates on alternating DMA input
and output buffers, which may be accessed while
simultaneously processing the data from the other
data buffers

Algorithms

Figure 2 gives the block diagram of the algo-
rithm for multiband dynamic compression. Succes-
sive short-term spectra are calculated in both stereo
channels using Hamming-windowed segments of 408
samples and an FFT length of 512 samples at an
overlap rate of 0.5 (distance of successive frames:
204 samples; sample rate: 30 kHz). The subsequent
processing is performed in the frequency domain.
For each individual ear, linear frequency shaping is
provided with a high spectral resolution by multiply-
ing each FFT channel with a prescribed fixed value.
In addition, a dynamic nonlinear weighting of the
frequency channels is performed in 24 non-overlap-
ping bands with a bandwidth according to the
critical bandwidth of the ear (i.e., approximately
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Figure 2.
Block diagram of the multiband compression algorithm.

100 Hz below 500 Hz center frequency and 0.2 X
center frequency for frequencies above 500 Hz) (15).
Thus, the nonlinear level adjustment is performed
with less spectral resolution than the linear fre-
quency shaping.

For each frequency band in each ear, a com-
pression characteristic is prescribed that is computed

_




as follows: The input energy for each frequency
band is obtained by adding up the energies of all
FFT channels belonging to the respective frequency
band. This value is low-pass filtered with an
exponential time window employing different time
constants for increasing and decreasing instanta-
neous energy (i.e., ‘‘attack’ and ‘‘release’’ time).
Subsequently, the masking effect of the energy
within a frequency band on adjacent frequency
bands is taken into account. Upward spread of
masking is realized by attaching ramps to each
frequency band with 10 dB per bark toward higher
frequencies. Similarly, downward spread of masking
is realized by ramps with 25 dB per bark toward
lower frequencies. In each band, the respective
maximum out of the instantaneous energy within the
band and the energy originating from the ramps of
adjacent frequency bands is adopted as ‘‘effective’’
input level. Therefore, the level adjustments in the
different frequency bands are linked together and
the processing artifacts are reduced. The degree of
this linkage may be altered by changing the slope
values of the ramps between 0 dB per bark (broad-
band compression) and 50 dB per bark
(multichannel compression). Finally, the ‘‘effective”’
energy values from the left and the right stereo
channel are added in order to simulate the binaural
loudness summation.

The fitting of the compression characteristic to
the hearing loss of each patient can be explained by
Figure 3, which outlines the result of a loudness
scaling procedure. The dashed curves denote the
level of a narrow-band noise as a function of iis
center frequency, which produces for normal listen-
ers the loudness sensations ‘‘very soft,” ‘‘com-
fortably loud,” and ‘‘very loud.” The solid lines
denote the respective curves of a listener with high
frequency hearing loss. For low frequencies, a
relatively high dynamic range is retained, whereas at
high frequencies only about 10 dB remains between
the impression of ‘‘very soft’’ and ‘‘very loud.’’ The
aim of the algorithm is to restore the perceived
loudness of the individual impaired listener in each
frequency band as closely as possible to the per-
ceived loudness of an average normal listener.
Therefore, the amplification within each frequency
band is adjusted for each ‘‘effective’’ input level to
compensate the level difference between the loud-
ness impression of the average normal listener
(dashed curves) and the corresponding loudness
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Figure 3.
Equal loudness category contours for subjects with normal
hearing (- - - - - ) and for one subject with sensorineural hearing
impairment (-------- ). The three curves denote the level of a

third-octave-filtered noise required to produce the loudness
impression ‘‘very soft,”’ ‘‘comfortable,”” and ‘‘very loud” as a
function of frequency.

impression of the individual impaired listener (solid
curves). This amplification is composed out of the
(static) linear frequency shaping part (which does
not depend on the input level) and the (dynamic)
nonlinear compression part. The linear frequency
shaping transforms the loudness sensation ‘‘com-
fortably loud” from the impaired listener into the
corresponding sensation of the normal listener (i.e.,
it compensates for the level difference between the
intermediate dashed and the intermediate solid curve
in Figure 3). The nonlinear compression characieris-
tic summarizes all input-level dependent deviations
from this static amplification. For example, if the
input level in a certain band equates the level
belonging to the impression ‘‘comfortably loud,”
then the whole amplification is already provided by
the linear frequency shaping part. Therefore, the
dynamic compression part would set the amplifica-
tion value to one. If the input level is higher, this
value will decrease, whereas it will increase if the
input level is lower. The attack and release time
(i.e., decay of the impulse response to 1/¢) were
both set to 7 ms for all frequency bands and were
not adjusted individually.
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Figure 4.
Block diagram of the algorithm for suppressing reverberation
and lateral incident sound sources.

The algorithm for suppressing lateral noise
sources and reverberation evaluates averaged
interaural time and intensity differences to detect
lateral incident sound components. It further evalu-
ates the interaural coherence to detect reverberation
processes in the input signals. Frequency bands

showing desired values of these interaural parame-
ters (i.e., interaural time and intensity differences
close to the desired ‘‘reference’” values and
interaural coherence close to 1) are passed through
unchanged, whereas frequency bands with undesired
values are attenuated. The lateral noise suppression
part of the algorithm is a modification of the
algorithm described by Kollmeier and Peissig (13)
where instantaneous interaural phase and intensity
differences were evaluated. In reverberant situa-
tions, however, these instantaneous values within
each frequency band do not provide much informa-
tion about the angle of incidence of a sound source
located outside of the reverberation radius. In
addition, the normal binaural system is capable of
localizing sound sources even in extremely reverber-
ant situations by, for example, evaluating the first
wave front and detecting interaural time and level
differences of the envelopes. Therefore, the current
algorithm evaluates the phase of the short-term
cross-correlation and the ratio of the short-term
autocorrelation between each pair of frequency
bands that are related to the phase and level
differences of the input signals’ envelopes, respec-
tively. Thus, they should provide more reliable
information about the angle of incidence in a
reverberant room than the instantaneous interaural
phase and intensity differences.

A block diagram of the algorithm is given in
Figure 4. As above, the incoming signal is seg-
mented, windowed, padded with zeros, Fourier-
transformed and back-transformed after processing
in the frequency domain. Within each frequency
band, the short-term auto- and cross-correlation is
computed for the left and the right stereo channel
with an exponential weighting window as follows: If
X and Y denote the complex output signals of the
bandpass filters at the right and left stereo channel,
respectively, n denotes the index of the time, and o
denotes a coefficient between 0 and 1, we can wrile:

S, (M) =(1-a)| X(n)|*+aS,, (n-1)
S,y (M) =(1-a)[Y(n)|*+aS,, (n-1)
S,y (n)=(1-a)X(n)Y*(n) +aS,, (n~-1)

From the values S,,, S, , and S, , the interaural
phase and level differences of the signal envelope
and the interaural coherence are computed in each
frequency band. The respective functions f; and f,
are used to calculate weighting factors g, and g,
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from these values. The shape of f, and f, determines
both the range of incident angles for attenuation as
well as the maximum attenuation wit%..n this region.
They are obtained by measurerm~:is and may be
optimized interactively later -n. The weighting
factor g, is directly given by the short-term coher-
ence. By combining the weighting factors g,, g,, and
g4, the performance of the algorithm can be changed
to suppress either reverberation or lateral sound
sources or 'y perform a combination of both. In
order to suppress processing artifacts, the final
weighting factors g are averaged over adjacent
frequency channels. If the processing parameters are
adjusted properly, the algorithm yields very natural-
sounding output signals and performs a satisfactory
suppression of reverberation and lateral incident
sounds.

Subjects

Six subjects with sensorineural hearing impair-
ment, aged between 25 and 89 years with different
degrees of high frequency hearing loss, participated
in this study. All subjects were clinically examined
to rule out a middle-ear dysfunction and to classify
the hearing loss to be of cochlear origin with a
positive recruitment phenomenon. The audiometric
thresholds at 500 Hz and 4 kHz are given in Table 1.
In addition, the binaural speech intelligibility thresh-
old is provided, that is, the signal-to-noise ratio for

Table 1.
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50 percent correct performance in a German mono-
syllable rhyme test in speech-simulating, continuous
noise (16). For a prescription of the dynamic
compression algorithm, a loudness scaling method
was performed with third-octave-bandpass-filtered
noise. The subject’s task was to associate each
stimulus witn a subjective loudness category (*‘very
soft,”” ‘‘soft,” ‘‘comfortable,”” ‘‘loud,”” ‘‘very
loud’’) and to further subdivide each category into
10 subcategories. This procedure yields a loudness
scale between 0 and 50 partitioning units (17,18).
The residual dynamic range (i.e., the difference in
level between the loudness categories ‘‘very loud”
and ‘‘very soft’’) is also included in Table 1 for each
audiometric frequency and both ears.

Assessment Methods

To assess the subjective quality of different
versions of the hearing aid algorithms, recorded
materials from different acoustic situations were
presented to the subjects with the respective process-
ing condition. All materials were either dummy-head
recorded using the ‘‘Gottingen’’ dummy-head or
using stereophonic miniature microphones inserted
in the outer ear-canal of a human listener. The
subjects were allowed to listen to a combination of
acoustic situation and processing scheme for as long
as they desired. They were asked to assess the
subjective transmission quality within a scale of five

Audiometric data and residual dynamic range derived from the loudness scaling experiment (in parentheses) for six
impaired listeners. The binaural speech inteiligibility threshold in noise obtained with a rhyme test and the individual
sentence intelligibility scores ior the evaluation of the multiband compression are also included.*

l-lea‘l‘rii::t I(J:;:;s) (Residual Dynllll;:c(;(;;lge) R’::s n‘)e Sentence Scores**
Subject Age Sex 500 Hz 4 kHz 500 Hz 4 kHz Thl(';s‘;l)old unp. o ‘Ci:l:feﬂ) comp.

1] 25 M 55 (40) 105 (10) 60 (40) 105 (8) 3.0 35 38 24
is 71 F 45 (35) e (15) 20 (50) 25 (50) 6.1 56 48 56
WH 68 M 45 (50) 75 (20) 50 (40) 80 (15) 2.0 36 48 0
RP 52 F 30 (40) 55 20) 30 20) 40 (20) 3.0 26 48
HS 89 M 55 (10) s (10) 40 (40) 60 (20) 2.6 23 36 29
WD 72 F 40 (40) 65 (40) 35 (50) 65 (30) 5 26 35 54

*For normal listeners, the average residual dynamic range is 50 dB and the speech intelligibility threshold in noise is - $ dB.

**Test conditions: unp. = unprocessed; lin. = linear frequency shaping without compression; comp. = linear frequency shaping with compression.

***No threshold measurable.
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categories (‘‘bad,”’ ‘‘poor,”’ ‘‘reasonable,”’ ‘‘good,”
‘‘excellent’’).

Speech intelligibility was measnred for a subset
of the acoustical situations mentioned above using
an open German sentence test recorded on compact
disc (19). The subject’s task was to repeat the whole
sentence, and the number of correctly repeated
words was scored. A complete test consisted of 10
short sentences. For intelligibility measurements
with the dynamic compression algorithm, a dummy-
head recording of cafeteria noise was used as
background noise, which was added to a dummy-
head recording of the speech material alone at a
fixed signal-to-noise ratio. For assessing the noise
reduction and dereverberation algorithm, a dummy-
head recording of the speech signal and the interfer-
ing noise was performed in a reverberant room with
a reverberation time of 2 to 3 sec. The desired
signals (i.e., running speech for quality judgments
and test sentences for speech intelligibility test) were
radiated with a loudspeaker directly in front of the
dummy-head at a distance of 1.5 m. The interfering
noise was running speech radiated 30° from the left
of the midline. The speech level was always adjusted
to match the most comfortable listening level for
each individual subject.

RESULTS

Dynamic Compression Algorithm

For assessing the subjective quality of the
dynamic compression algorithm, three dummy-head
recordings of typical acoustical conditions were
used: a sample of traffic noise, a loud doorbell
presented in soft background noise, and a sample
out of a string quartet by Schubert. All listening
samples were recorded with stereophonic inserted
ear-level microphones in real situations and were
presented unprocessed, processed with linear fre-
quency shaping alone, and with linear frequency
shaping including compression. The sound samples
were presented to the subjects with a Sennheiser HD
25 headphone. At the beginning of each session, an
overall level adjustment of up to 10 dB was applied
to match the average presentation level to the most
comfortable listening level.

Figure 5 shows the differences in subjectively
assessed transmission quality (expressed as grades
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Figure 5.

Quality judgments of different versions of the compression
algorithm for six impaired listeners and three different simu-
lated acoustical situations. The upper panel gives the difference
in grades between the condition with static linear frequency
shaping and no processing. The lower panel gives the difference
in grades between static linear frequency shaping plus compres-
sion versus shaping alone. Grades ranged from 1 (*‘bad’’) to §
(“‘excellent’’).

”

ranging from 1, ‘‘very poor,”” to 5, ‘‘excellent’’)
between the different processing conditions for all
subjects and all three simulated acoustical situa-
tions. The upper panel of Figure 5 gives the score
difference between linear frequency shaping and the
unprocessed version. On the average, the unproc-
essed version is preferred. However, since the range
of scores varies considerably, no significant advan-
tage or disadvantage of linear frequency shaping
versus unprocessed speech can be derived from these
score differences. The subjects attributed their pref-
erence for the unprocessed condition to not being
accustomed to high frequencies with their own
hearing aid. Specifically, the loud doorbell caused




uncomfortably loud sensations in the processed
version, while the background noise was not audible
at all. This effect was less prominent for the
unprocessed version. The lower panel of Figure 5
gives the difference in grades between linear fre-
quency shaping, including compression versus linear
frequency shaping. Obviously, the additional com-
pression is judged to be positive due to the limita-
tion of annoying acoustical components at high
frequencies. This observation is quite unexpected for
normal listeners who perceive a deterioration of
transmission quality and an increase of processing
artifacts caused by rapid dynamic compression.
However, these artifacts appear to be inaudible for
impaired listeners.

For measuring speech intelligibility, each sub-
ject was tested with two lists of ten sentences in each
of the different processing conditions using cafeteria
background noise. The average scores for each
processing condition and each subject are included
in Table 1. The difference in speech intelligibility
score between the processed version with linear
frequency shaping and the unprocessed version is
given in the upper panel of Figure 6. On the
average, intelligibility increases for linear frequency
shaping. This effect is quite contrary to the assessed
subjective preference of the unprocessed condition
(see upper panel in Figure 5). However, the effect is
rather small, since the interfering noise has approxi-
mately the same long-term spectrum as the speech
signal. The lower panel of Figure 6 gives the
differences in speech intelligibility between the dy-
namic compression with linear frequency shaping
versus linear frequency shaping alone. With few
exceptions, intelligibility is increased by the addition
of the dynamic compressor. These exceptions are
caused by an erroneous fitting of the compressor
characteristic for one subject; the loudness scaling
yielded nearly the same level for the loudness
categories ‘‘comfortable’ and ‘‘very loud.”’ Thus,
the algorithm performs a clipping in all frequency
channels, which nearly completely suppresses speech
in the presence of an interfering noise and causes a
drastic decrease in speech intelligibility.

Noise and Reverberation Suppression

To evaluate the performance of the algorithm
to suppress lateral noise sources and reverberation,
an acoustic situation was simulated by dummy-head
recordings in a reverberant room employing one

Section Il. New Methods of Noise Reduction: Kolimeier et al.

5 Frequency shaping vs.
[ Unprocessed 1
| +
3t ]
2}
21
i A I D I
5
_§ 5} Compression vs.
g Frequency shaping
Z 41 W
3t ]
2}
1}
50 40 -30 20 -10 0 10 20
Difference in Intelligibility
Figure 6.

Difference in speech intelligibility for static linear frequency
shaping versus no processing (upper panel) and shaping plus
compression versus shaping alone (lower panel). The score for
each test list for each subject is counted for the three different
processing conditions.

target speaker and one interfering speaker (sce
above). The signal-to-noise ratio was individually
adjusted for each subject within a range of —5 dB
to +2 dB in order to obtain a speech intelligibility
of approximately 50 percent for the binaural un-
processed condition. Figure 7 gives the difference in
subjective assessment of the traismission quality
between the dereverberation algorithm and the
unprocessed condition (upper panel) and between
the combination of dereverberation and directional
filter as compared with the unprocessed condition.
Note that linear frequency shaping without dynamic
compression was provided in all conditions, includ-
ing the reference situation. For the dereverberation
algorithm, five out of six subjects graded the quality
of the processed signal as better than the unproc-




90

Joumal of Rehabilitation Research and Development Vol. 30 No. 1 1993

Dereverberation vs. Unprocessed
31
2}
g 1} ;
e
8
2o : , . , R
“é Dereverberation & Direc. Filtering vs.
2 4} Unprocessed
z
Z 3|
21
1]
0 . . . R . .
2 -1 0 1 2 3
Difference of Grades
Figure 7.

Quality judgments of different versions of the interference
suppression algorithm for six impaired listeners. The upper
panel gives the difference in grades between the condition of
cuppression of reverberation and no processing. The lower panel
gives the difference in grades for the combination of
dereverberation and the suppression of lateral noise sources
(i.e., directional filtering) versus no processing. Linear fre-
quency shaping is always provided. Grades ranged from 1
(“*bad’’) to 5 (‘‘excellent’’).

essed material by at least one point. After the
addition of the directional filter, four of six subjects
reported an improvement of two grades as com-
pared with the unprocessed version. Only one
subject (JJ) reported better quality of the unproc-
essed version as compared with the dereverberation
algorithm with and without additional directional
filtering. This subject was the most severely im-
paired subject tested, and exhibited a very limited
dynamic range (see Table 1). Apparently, the spec-
tral changes introduced by the algorithms caused the
speech signal to move out of this limited range.

Figure 8 gives the results of the speech intelligi-
bility tests as the percentage of correctly repeated
words. The first two bars for each subject give the
results for the unprocessed, linear frequency shaped
material, presented monaurally (first bar) or
binaurally (second bar). Subject HS was only tested
binaurally. Three out of five subjects exhibit a
binaural gain in intelligibility compared with the
monaural, unprocessed version. The binaural system
of these subjects obviously manages to suppress
parts of the interference caused by reverberation and
interfering speech. However, subjects RP and JS
exhibit a decrease in intelligibility if speech is also
presented on the ‘‘worse’’ ear, indicating that the
distorted internal representation of the input signals
provided by this ear causes a ‘‘binaural confusion’’
rather than a binaural enhancement effect.

The third and fourth bar in Figure 8 denote the
intelligibility score for the dereverberatic 1 algorithm
where the output signal is presented monaurally or
binaurally to the subject, respectively. Compared
with the linear shaped, unprocessed material (fourth
bar versus second bar), a gain in speech intelligibility
is obtained only for subject HS. This finding is
consistent with a remark by Allen, et al. (6) that
dereverberation algorithms tend to increase speech
quality but not to improve speech intelligibility.
However, after adding the directional filter, all
subjects (except subject JJ) achieved a higher intelli-
gibility for the monaural presentation than for the
unprocessed version (fifth bar versus first bar). For
the binaural presentation, however, no unambigu-
ous conclusion can be drawn (cf. sixth bar versus
second bar): three subjects (WH, WD, and JS)
exhibited only a small change in intelligibility which
is not significant. Only two subjects (RP and HS)
obtained a significant gain in speech intelligibility of
25 percent with the combination of dereverberation
and directional filtering.

The overall results from our subjects with
various degrees of hearing impairment imply that
the benefit obtainable for each individual listener
from the preprocessing strategies described here
depends on the hearing loss of the individual, the
residual dynamic range in the high frequency region,
and the signal-to-noise ratio of the test situation.
Specifically, the two subjects with the smallest
residual dynamic range at 4 kHz (subjects JJ and
WH) exhibited the least benefit from the suppres-
sion of lateral noise sources and reverberation. This
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Speech intelligibility results for different versions of the interference suppression algorithm for six impaired listeners. For each
subject, scores were obtained for listening monaurally with the respective ‘‘better’’ ear and for listening binaurally (hatched). Three
processing conditions were employed that all incorporated linear frequency shaping: @) unprocessed (columns 1 and 2); b) suppression
of reverberation (columns 3 and 4); and, c¢) suppression of reverberation including suppression of lateral noise sources (columns 5 and

6).

effect might be due to the processing artifacts
caused by suddenly switching on and off different
frequency bands. They might be more distracting
and disturbing if the remaining dynamic range is
small. The subjects with the largest residual dynamic
range at 4 kHz (WD and JS) were tested with the
smallest signal-to-noise ratio of -2 dB. Their
comparatively small gain in intelligibility provided
by the algorithm might be explained by the unfavor-
able test condition, because the performance of the
noise suppression algorithm decreases if the signal-
to-noise ratio is decreased to values close to the
speech reception threshold in noise of the normal
listener.

DISCUSSION

Implementation of the Algorithms

The real-time implementation of the digital
hearing aid algorithms proved to be very helpful in
the developing and testing phase, where a number of
processing parameters could interactively be ad-
justed in order to minimize the processing artifacts.
For the dynamic compression algorithm, for exam-
ple, musical tones and a perceivable roughness of
the output signal occur if small time constants and
no interactions between adjacent bands are in-
volved. In addition, a small dynamic range of the
output signal can only be achieved at the cost of
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deteriorating the transmission quality for normal
listeners. Fortunately, impaired listeners do not
necessarily perceive these alterations as a degrada-
tion of speech quality.

The real-time implementation also enabled in-
teractive changes of processing parameters while
fitting the algorithms to the requirements of the
individual patient. Although the parameters of the
compression algorithm were primarily prescribed by
the loudness scaling results, adjustments of the
overall level of up to 10 dB were required to adjust
the output level of the algorithm to the most
comfortable listening level of the individual sub-
jects. This difference between prescribed and per-
ceived loudness is due primarily to the loudness
summation in realistic broadband signals (such as
speech) which is not accounted for by the original
fitting method based on third-octave-band loudness
scaling values. In our algorithm, only a rough
estimate of broadband loudness summation is pro-
vided by accounting for upward spread of masking
and downward spread of masking. Ideally, more
precise ways of estimating the overall loudness for a
broadband signal from its spectral contributions
should be incorporated. Although quite accurate
models of loudness perception have been developed
on the basis of relational scales, such as the
sone-scale (20), a quantitative model based on
categorical loudness perception has yet not been
developed (18).

A considerable disadvantage of the real-time
system described here is the specialized software that
had to be written for each of the signal processors
and for the host processor. Although the flexibility
and portability of the software was increased by
programming the general structure in a high-level
language (C language) and programming only time-
critical parts in assembly language, the software is
still processor-dependent and a migration toward
more powerful DSP chips might be difficult. A
further disadvantage of distributing the signal pro-
cessing tasks over three DSP chips is the consider-
able delay between the input signal and the output
signal, which amounted to approximately 50 ms in
our case. This delay results from the transfer of
blocks between the AD/DA converters and the three
signal processors and from the overlap-add tech-
nique, which operates on successive time frames.
Therefore, the use of the current system as a master
hearing aid is limited, since the delay between

auditory and visual input might already deteriorate
the ability of the patients to use lip reading to aid
their perception of speech.

Dynamic Compression Algorithm

One important feature of the implemented
compression algorithm is the separate adjustment of
the static, linear frequency shaping and the
nonlinear dynamic compression. While the former is
performed with the maximum frequency resolution
of approximately 60 Hz, the latter is performed at a
much broader frequency resolution that corresponds
to the critical bandwidth of the ear. In addition, the
effective frequency resolution for the nonlinear
compression can be altered by using different slope
values when accounting for upward and downward
spread of masking. If these slopes are assumed to be
very flat, all frequency channels are synchronized
and a broadband compression will effectively result.
The values used in our algorithm reflect approxi-
mate values for normal listeners in psychoacoustical
experiments.

By assessing separately the effect of linear
frequency shaping and dynamic compression, it
could be demonstrated that linear frequency shaping
was subjectively judged to deteriorate speech qual-
ity, although speech inteiligibility in noise increased.
The negative assessment is primarily due to the
subjects being unaccustomed to a high gain at high
frequencies in hearing aids. Therefore, additional
compression is subjectively judged to improve the
speech quality. In addition, speech intelligibility is
not deteriorated by the additional compression if the
processing parameters are carefully selected. These
results are in agreement with studies that multiband
dynamic compression does not significantly improve
speech intelligibility (4,21,22), but are not consistent
with Plomp’s notion (3) that dynamic compression
has a negative effect on speech intelligibility. How-
ever, the time constants employed here were rela-
tively large and the cross-channel interaction pro-
vided comparatively smooth transfer functions.
Hence, only a small detrimental effect of dynamic
compression on speech intelligibility would have
been expected on the basis of Plomp’s arguments.
Therefore, our data cannot be used to argue against
Plomp’s conclusions that small time constants and a
large number of independent channels should not be
employed for hearing aids.
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Noise and Reverberation Suppression

The algorithm for suppressing lateral noise
sources and reverberation by exploiting binaural
cues appears to operate quite efficiently even under
adverse acoustical conditions (i.e., a reverberant
environment). However, a trade-off exists between
the potential of the algorithm to suppress interfer-
ences and its potential to preserve the quality of the
transmitted speech (i.e., the absence of artifacts).
High attenuation values of lateral sound sources
imply large temporal and spectral fluctuations of the
effective transfer function which inevitably produce
processing artifacts. Hence, a realistic compromise
between both specifications under different acousti-
cal conditions has to be found empirically. This can
be performed only if an interactive change of the
processing parameters is possible, as in the real-time
implementation described here.

Another important point is the performance of
the algorithm as a function of the signal-to-noise
ratio of the input signal: for high and intermediate
signal-to-noise ratios, the algorithm operates quite
well and yields virtually no artifacts. For low
signal-to-noise ratios, however, the artifacts increase
and no benefit is obtained from the algorithm as
compared with the unprocessed situation, even for
normal listeners. Therefore, the patients with mod-
erate hearing loss who were tested at low signal-to-
noise ratios obtained only a small benefit from the
algorithm. However, patients with more severe
hearing losses did profit from the algorithm at more
favorable sig. il-to-noise ratios. In addition, it
shonuld be noted that the primary goal of the
algorithms would be to enhance speech under
conditions where normal listeners would not have
difficulties understanding speech while impaired
listeners would. In these situations, the signal-to-
noise ratio is comparatively high and the algorithm
would therefore be beneficial.

In conclusion, the algorithms presented here
that are intended to be used in a ‘‘true binaural”’
hearing aid appear to have a large potential for
aiding persons with hearing impairment. Specifi-
cally, the use of binaural information for suppress-
ing reverberation and interfering noise appears
promising. In addition, the real-time implementa-
tion of the algorithms is a salient tool for develop-
ing, testing, and assessing these algorithms. It is also
a first step toward implementing these algorithms in
future “‘intelligent’’ digital hearing aids.

Section Il. New Methods of Noise Reduction: Kolimeler et al.
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Abstract—Single-chip digital signal processors (DSPs)
allow the flexible implementation of a large variety of
speech analysis, synthesis, and processing algorithms for
the hearing impaired. A series of experiments was carried
out to optimize parameters of the adaptive beamformer
noise reduction algorithm and to evaluate its performance
in realistic environments with normal-hearing and hear-
ing-impaired subjects. An experimental DSP system has
been used to implement a multiband loudness correction
(MLC) algorithm for a digital hearing aid. Speech tests in
quiet and noise with 13 users of conventional hearing aids
demonstrated significant improvements in discrimination
scores with the MLC algorithm. Various speech coding
strategies for cochlear implants were implemented in real
time on a DSP {aboratory speech processor. Improved
speech discrimination performance was achieved with
high-rate stimulation. Hybrid strategies incorporating
speech feature detectors and complex decision algorithms
are currently being investigated.

Key words: digital hearing aids, experimental digital
signal processor, multiband loudness correction, noise
reduction algorithm, speech coding strategies for cochlear
implants.

INTRODUCTION

New generations of fast and flexible single-chip
digital signal processors (DSPs) allow the implemen-
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tation of sophisticated and complex algorithms in
real time which required large and expensive hard-
ware only a few years ago. Signal processing
algorithms such as nonlinear multiband loudness
correction, speech feature contrast enhancement,
adaptive noise reduction, speech encoding for
cochlear implants, and many more offer new oppor-
tunities for the hard-of-hearing and the profoundly
deaf. A recent review report on the status of speech-
perception aids for hearing-impaired people came to
the final conclusion that major improvements are
within our grasp and that the next decade may yield
aids that are substantially more effective than those
now available (1).

This paper concentrates on three areas of DSP
applications for the hearing impaired and investi-
gates algorithms and procedures which have the
potential of being effectively utilized and integrated
into existing concepts of rehabilitation of auditory
deficits in the near future. The first area concerns
the problem of interfering noise and its reduction
through an adaptive filter algorithm. The second
area deals with the reduced dynamic range and
distorted loudness perception of sensorineurally deaf
persons and its compensation through a multiband
loudness correction algorithm. The third area covers
new processing strategies for profoundly deaf per-
sons with cochlear implants. While the first DSP
application does not rely on the individual hearing
loss data of a subject, and thus could serve as a
general preprocessing stage for any kind of auditory
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prosthesis, the second and third applications are
intimately related to psychophysical measurements
and individual fitting procedures. In the case of
cochlear implant processing strategies, a number of
technical and physiological constraints have to be
considered. Although these three areas could be
considered as three different projects that would
need to be treated separately in more detail, there
are many common aspects of signal processing and
experimental evaluation. The use of similar tools
and methods has been beneficial and fruitful
throughout the theoretical and practical develop-
ment of the respective projects. The complexity and
interdisciplinary nature of the current auditory
prostheses research problems requires collaboration
and teamwork which, it is hoped, will lead to
further practical solutions.

EVALUATION OF THE ADAPTIVE
BEAMFORMER NOISE REDUCTION SCHEME
FOR HEARING-IMPAIRED SUBJECTS

A major problem for hearing aid users is the
reduced intelligibility of speech in noise. While the
hearing aid is a great relief for conversations in
quiet, its usefulness is often drastically reduced
when background noise, especially from other
speakers, is present. Several single-microphone noise
reduction schemes have been proposed in the past
which can improve sound quality but often failed to
improve intelligibility, when tested with a normal-
hearing or hearing-impaired subject in real life
situations such as competing speakers as noise
sources (2,3,4,5,6).

Multimicrophone noise reduction schemes, such
as the adaptive beamformer (7,8,9), make use of
directional information and are potentially very
efficient in separating a desired target signal from
intervening noise. The adaptive beamformer en-
hances acoustical signals emitted by sources coming
from one direction (e.g., in front of a listener) while
suppressing noise coming from other directions.
Thus, the effect is similar to the use of directional
microphones or microphone arrays. Because of the
adaptive postprocessing of the microphone signals,
the adaptive beamformer is able to combine the high
directivity of microphone arrays with the conve-
nience of using only two microphones placed in or
just above the ears.

The aim of our investigation was to optimize
the algorithm for realistic environments, implement
a real-time version, and estimate its usefulness for
future hearing aid applications.

Method

Parameter Optimization. Based on the work of
Peterson, et al. (8), a Griffiths-Jim beamformer was
chosen with two microphones placed at each ear. In
the first stage, the sum and difference of the two
microphone signals were calculated. The former
contained mainly the desired signal, the latter
mainly noise. A self-adaptive filter then tried to
cancel out as much of the remaining noise in the
desired signal path as possible.

While the system works quite well in anechoic
rooms, its performance is not very satisfactory in
reverberant conditions, because a part of the desired
signal will also come from other than the front
direction. In that case, the adaptive beamformer will
mistake the desired signal for noise and try to cancel
it as well. Therefore, it is necessary to detect the
presence of a target signal and to stop the adapta-
tion of the filter during these intervals (10,11). The
method of target signal detection implemented in
our system is based on the comparison of the
variance of the sum (Sigma, I) and difference
(Delta, A) signals which are easily obtained by
squaring and lowpass-filtering the frontend signals
of the Griffiths-Jim beamformer. An optimal
threshold value of 0.6 (£/[E + A)) was determined
empirically through variations of the noise signal,
filter parameters, and room acoustics. Other proce-
dures have been considered as well but were either
less efficient or computationally too expensive. We
found that the performance of the adaptive
beamformer can be notably increased by optimizing
the adaptation inhibition.

Figure 1 shows measurements of the directivity
characteristic with and without adaptation inhibition
in a moderately reverberant room (RT = 0.4 sec).
Because the microphones at the ears of a dummy
head were omnidirectional, the beam not only
pointed to the front (0°), but also to the back (180°)
of the listener. It can be seen that the adaptation
inhibition increased the difference between two
sources located at an angle of 0° and 90° from
around 6 dB to approximately 10 dB. The sharp
profile of the beam with the adaptation inhibition
present, when compared with the rather smeared
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Effect of speech detection and adaptation inhibition on the
directivity pattern of the adaptive beamformer. Front direction
(nose): 0°, left ear: 90°.

pattern without adaptation inhibition, is a result of
the target signal detection scheme which not only
enhances the directivity of the adaptive beamformer,
but is also responsible for the shape and opening
angle of the beam.

The adaptive beamformer depends on a great
variety of acoustic and design parameters. To
analyze the sensitivity of these parameters, theoreti-
cal as well as experimental investigations were
carried out based on adaptive filter and room
acoustics theories. A computer program was written
which prompts the user for room acoustic and
design parameters, as well as directivity and position
of a target and a noise source. The program then
predicts the improvement in signal-to-noise ratio
(SNR) which can be reachcd with a perfectly
adapted beamformer. The predictions were experi-
mentally verified. It is beyond the scope of this
paper to discuss the theoretical analysis in detail or
to describe the influence of all parameters investi-
gated.

Three parameters were found to influence the
performance of the adaptive beamformer most: the
reverberation time of the room, the length of the
adaptive filter, and the amount of delay in the
desired signal path of the beamformer (12).

Figure 2 shows measurement data from an
experimental setup, where white noise was generated
by two loudspeakers located at a distance of 1 m

Section lil. Digital Techniques Applied to Related Areas: Dillier et al.

from a dummy head. The desired signal source was
placed at 0°, the noise source at 45° to the right of
the head. Thus, the two microphone signals picked
up SNRs as indicated in Figure 2 by squares
(comparing the output of the beamformer with the
signal of the microphone which is directly irradiated
by the noise source) and triangles (comparing the
output with the contralateral microphone signal).

The variation of reverberation time (Figure 2,
left) was achieved by performing the measurements
in a number of different rooms whose acoustic
characteristics had been determined. It can be seen
that a moderate amount of reverberation reduces the
effectiveness of the beamformer to a few decibels.

The reverberation time of rooms where a noise
reduction would be most advantageous can usually
not be influenced. The design parameters of the
adaptive beamformer however can be optimized.
The most important of them is the length of the
adaptive filter. When varying this parameter, it can
be seen (Figure 2, right) that very short filters are
able to switch to the microphone signal with the
better SNR, while filters of at least about 500 taps in
length are required to reach an additional 4 dB.

A computationally inexpensive way to optimize
the adaptive beamformer is the selection of an
optimal delay in the desired signal path. We found
that for longer filters such as a 512 tap filter, the
choice of a reasonable delay is important. It was
also found that the optimum depends on the actual
acoustical setup and will lie between 25 percent and
50 percent of the filter length.

Implementation. A real-time version of the
adaptive beamformer was implemented on a PC-
based, floating point digital signal processor
(TMS320C30, Loughbourough Sound Images Ltd.).
For the update of the adaptive filter, a least mean
squares (LMS) adaptation algorithm (13) was em-
ployed. After evaluating several different adaptation
algorithms, we found that this widely used and
well-understood algorithm is still the best choice for
our hearing aid application. An adaptation inhibi-
tion, as discussed above, was implemented.

With this system, filters of up to 500 taps in
length at a sampling rate of 10,000 per second can
be realized. For our implementation, a high-perfor-
mance DSP had to be used whose battery power
requirements are still excessive for a commercial
hearing aid. The system is, however, flexible enough
to allow an evaluation of the main aspects of the
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SNR improvement as function of reverberation time (left) and filter length (right).

algorithm with the potential of future miniaturiza-
tion.

Evaluation Experiments. To ensure that the
adaptive beamformer really is a useful algorithm for
hearing aid users, intelligibility tests were carried out
with normal-hearing and hearing-impaired subjects.
Speech test items were presented by a computer and
consisted of two-syllable words with either the
medial vowels or consonants forming phonological
minimal pairs. Four response alternatives were
displayed on a touch-sensitive computer display
from which the subjects had to select a response by
pointing to it with a finger. No feedback and no
repetitions of test items were provided. Fifty or one
hundred words per condition were presented and the
number of correctly identified items were corrected
for the chance level. Phoneme confusion matrices
could be generated for further analysis of transmit-
ted information (14).

Most of the test matcrial was recorded in a test
room with an average reverberation time of 0.4 sec.
Speech was presented via a frontal loudspeaker at 70

dB sound pressure level (SPL). Speech-spectrum-
shaped noise which was amplitude-modulated at a
random rate of about 4 Hz was presented 45° to the
right at different SNRs. A dummy head with two
microphones located in the left and right conchas
was used to pick up sounds. The distance between
the dummy head and either of the two loudspeakers
was 1 m. In the experiments with normal-hearing
subjects, the sounds were presented directly via
earphones monaurally or binaurally (unprocessed
conditions) or binaurally after modification by the
adaptive beamformer (processed condition). In the
experiments with the hearing aid users, the unproc-
essed or processed sounds were presented via a
loudspeaker in a sound-treated room.

This setup was thought to represent some
important aspects of everyday listening situations: 1)
the size and reverberation time of the room is typical
for offices and living rooms in our surrounding; 2) a
fair amount of head shadow is provided by the
dummy head; and/or, 3) because of the integrated
adaptation inhibition, the adaptation of the
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Figure 3.
Evaluation of the adaptive beamformer with normal hearing
subjects (n = 9).

beamformer did not have to be performed before
the experiments were started. To include even more
realistic situations such as moving and multiple
sound sources, a part of the investigation was
performed with stereophonic recordings of cafeteria
noise.

Intelligibillity tests were first performed with
nine normal-hearing subjects. As can be seen in
Figure 3, intelligibility with the adaptive beam-
former is highest compared with either one of the
microphone signals or even with the binaural listen-
ing situation. This is true for all SNRs tested and
consonant as well as vowel tests, the largest increase
in intelligibility being achieved at low SNRs. Most
of these differences were statistically significant.

The noise reduction scheme is primarily meant
to be useful to hearing-impaired persons, and so it
was also tested with six hearing-impaired volunteers,
all of whom were regular users of conventional
hearing aids (Figure 4a). As for the normal-hearing
subjects, the adaptive beamformer increased intelli-
gibility, when compared with either one of the two
unprocessed microphone signals.

The ability of the beamformer to cope with
acoustically complex situations and several compet-
ing speakers as noise sources is documented by the
increased intelligibility in the cafeteria setup (Figure
4b). Note, however, that the differences between the
two monaural conditions (directly irradiated and
contralateral ear) could not be seen anymore, due to
multiple sound sources from all directions. At 0 dB
SNR, the beamformer did not provide any benefit
for consonant recognition, which is probably due to
erroneous behavior of the speech-detector algorithm

Section \ll. Digital Techniques Appiied to Related Areas: Dillier et al.
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Evaluation results of hearing-impaired subjects listening with
their own hearing aid either to the unprocessed right or left ear
signal or to the output of the adaptive beamformer. a) Speech
spectrum shaped noise. b) With cafeteria noise.

in some conditions. There was, however, still an
improvement for vowel recognition which was statis-
tically significant.

Conclusions

From our investigation, we conclude that three
conditions are important for the design of an
adaptive beamformer noise reduction for hearing
aids: 1) an adaptation inhibition has to be provided;
2) filters of no less than approximately 500 taps
should be used; and, 3) the delay should be set to a
reasonable value, preferably somewhere between 25
and 50 percent of the filter length. When these
requirements are met, the adaptive beamformer is
able to improve intelligibility for normal-hearing as
well as for hearing-impaired subjects, even in rooms
with a realistic amount of reverberation and in
complex acoustic situations, such as a cafeteria.




100

Joumal of Rehabilitation Research and Development Vol. 30 No. 1 1993

DIGITAL MULTIBAND LOUDNESS
CORRECTION HEARING AID

In this section, an implementation of a new
algorithm for a digital hearing aid is described which
attempts to correct the loudness perception of
hearing-impaired persons. A variety of muitiband
signal processing algorithms have been proposed
and tested in the past (15,16,17,18,19,20,21,22).
Some have failed, others showed large improve-
ments in speech recognition scores. The aim of our
study was the real-time implementation of an algo-
rithm which restores normal loudness perception
similar to the concept suggested by Villchur (23) and
others.

A new aspect of our implementation concerns
the close relation between psychoacoustic measure-
ments and the ongoing analysis of the incoming
signal to determine the required gains in the differ-
ent frequency regions.

Methods

The digital master hearing aid consists of a DSP
board for a 386-PC (Burr Brown PCI 20202C-1 with
TMSC320C25) with analog-to-digital (A/D) and
digital-to-analog (D/A) converters. Programmable
filters and attenuators (custom-made PC-board) are
used to prevent aliasing and to control the levels of
the signals. In addition to the laboratory version, a
wearable device was built which has been tested in
preliminary field trials. The processing principle is
similar to the frequency domain approach described
by Levitt (24) and is illustrated in Figure 5.

Magnitude estimation procedures are used to
determine loudness growth functions in eight fre-
quency bands that are subsequently interpolated to
obtain an estimate of the auditory field of a subject.
Sinewave bursts of 8-10 different intensities within
the hearing range are presented in random order.
After each presentation, the subject judges the
loudness of the sound on a continuous scale with
annotated labels ranging from very soft to very
loud. The responses are entered via a touch screen
terminal. The whole procedure is repeated at eight
different frequencies.

Figure § displays an example of such a magni-
tude estimation. It can be seen that the function of
the hearing-impaired subject starts at a much higher
intensity and is much steeper than the curve of the
normal-hearing group. The difference between the
two curves provides the intensity dependent hearing
loss function at this frequency.

The sound signal is sampled at a rate of 10
kHz, segmented into windowed blocks of 12.8 ms
and transformed via fast Fourier transform (FFT)
into the frequency domain. The amplitude spectrum
is modified according to preprogrammed gain ta-
bles. The modified spectrum is then transformed
back into the time domain via an inverse FFT and
reconstructed via an overlap-add procedure. The
modification of the spectrum is done by multiplying
each amplitude value with a gain factor from one of
the gain tables. The selection of the tables is
controlied by the amplitude values in the different
frequency regions. Thus, the signal is nonlinearly
amplified as a function of frequency and intensity.
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Figure 5.

Processing steps for digital multiband loudness correction algorithm.
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Gain tables are generated by interpolation of
the measured hearing loss measurements over the
whole frequency range. These functions describe
how much gain is needed for every frequency to
restore normal loudness perception. To prevent a
spectrum flattening through independent modifica-
tion of adjacent amplitudes, a smoothed spectrum is
used to determine the gain factors. Thus, the fine
structure of the spectrum will be preserved.

However, by determining the gain factors di-
rectly from the amplitude values, the reconstructed
signal would generally become too loud, because the
hearing loss functions were measured using narrow
band signals and the incoming sounds consist mainly
of broadband signals. The procedure was therefore
modified to account for the loudness perception of
complex sounds as follows (see Figure 6 for an
example of the processing steps): the frequency (f;,,)
and amplitude (L;,,) of a sinewave signal are
estimated which would produce a perceived loudness
equal to that of the incoming complex signal. In this
simple loudness estimation model, the intensity of
this equivalent sinewave signal is determined as the
total energy of the complex signal and its frequency
as the frequency of the spectral gravity of the
amplitude spectrum.

The spectral gravity was chosen because it
always lies near the maximal energy concentration
which is mainly responsible for loudness perception.
The correct gain factors which will restore normal
loudness perception (SLy) are thus obtained by
using the raised smoothed spectrum through the
point of the equivalent sinewave signal.

Evaluation Results

The algorithm was tested with 13 hearing-
impaired subjects in comparison with their own
hearing aids under four different conditions in order
to find out whether the scaling and fitting proce-
dures were useful approaches for hard-of-hearing
subjects and whether or how much the speech
intelligibility could be improved with the multiband
loudness correction (MLC) algorithm in quiet and
noisy environments. The subjects had only minimal
experience with the laboratory hearing aid, whereas
they had used their own aids for more than a year.
The function and fitting of the hearing aids were
checked prior to the speech tests. Even though some
hearing aids were equipped with an automatic gain
control, the threshold of compression was set higher

Section Hl. Digital Techniques Applied to Related Areas: Dillier et al.

than the levels used in the experiments. Subjects
with moderate to severe flat sensorineural hearing
loss were selected, which allowed simultaneous
processing of the whole frequency range with suffi-
cient numerical resolution. The same test procedure
was used as in the previous section.

Figure 7 displays speech intelligibility scores for
a consonant and vowel multiple choice rhyme test.
At the higher intensity level (70 dB, open squares),
which would correspond to an average speech
communication level in quiet rooms, the scores with
the subject’s own hearing aids were rather high,
especially in the vowel test. The difference between
the new algorithm and the subject’s own hearing aid
was about 10 percent.

At reduced presentation levels (60 dB, open
circles) which would be characteristic for a more
difficult communication situation, with a speaker
talking rather softly or from a more remote posi-
tion, the scores with the conventional hearing aids
became significantly lower for most subjects. The
advantage of the loudness correction becomes more
apparent. Almost all subjects achieved scores of
from about 80 to 90 percent correct-item-identifi-
cation, which was about as high as in the 70 dB
condition. Subjects with very poor results with their
own hearing aids profited most from the digital
hearing aid.

In noisy conditions where the hearing aid users
experience most communication problems at an
SNR of 0 and -5 dB (filled triangles and diamonds,
respectively) the results were different from subject
to subject. Most of them achieved higher scores with
the digital hearing aid. Two subjects scored slightly
worse with the DSP algorithm. One subject could
not discriminate the words under this condition with
her own hearing aid; with the MLC algorithm she
obtained a score close to 50 percent.

Conclusions

The automated audiometric procedures to as-
sess the frequency and intensity specific amount of
hearing loss proved to be adequate for the calcula-
tion of processing parameters. The 13 subjects did
not experience major problems in carrying out the
measurements. All subjects who had not reached
100 percent intelligibility with their own hearing aids
showed improved intelligibility of isolated words
with the digital processing, especially at low levels.
Some subjects also showed substantial discrimina-
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Comparison of speech intelligibility tests with own conventional
hearing aid and digital MLC hearing aid for 13 subjects. Open
symbols: tests in quiet; filled symbols: tests in speech spectrum
shaped noise. a) Consonant test scores. b) Vowel test scores.

tion improvements in background noise, while oth-
ers did not. A correlation between the hearing loss
functions and the speech intelligibility scores was
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not found. Other phenomena, such as reduced
frequency and temporal resolution, might have to be
considered in addition to loudness recruitment. It
can be expected that fine tuning of processing
parameters via, for example, a modified simplex
procedure (25), or prolonged experience with a
wearable signal processing hearing aid might further
improve the performance of the MLC algorithm.

DIGITAL SIGNAL PROCESSING STRATEGIES
FOR COCHLEAR IMPLANTS

Major research and development efforts to
restore auditory sensations and speech recognition
for profoundly deaf subjects have been devoted in
recent years to signal processing strategies for
cochlear implants. A number of technological and
electrophysiological constraints imposed by the .na-
tomical and physiological conditions of the human
auditory system have to be considered. One basic
working hypothesis for cochlear implants is the idea
that the natural firing pattern of the auditory nerve
should be as closely approximated by electrical
stimulation as possible. The central processor (the
human brain) would then be able to utilize natural
(“‘prewired”’ as well as learned) analysis modes for
auditery perception. An alternative hypothesis is the
Morse code idea, which is based on the assumption
that the central processor is flexible and able to
interpret any transmitted stimulus sequence after
proper training and habituation.

Both hypotheses have never really been tested
for practical reasons. On the one hand, it is not
possible to reproduce the activity of 30,000 individ-
ual nerve fibers with current electrode technology.
In fact, it is even questionable whether it is possible
to reproduce the detailed activity of a single audi-
tory nerve fiber via artificial stimulation. There are
a number of fundamental physiological differences
in firing patterns of acoustically versus electrically
excited neurons which are hard to overcome (26).
Spread of excitation within the cochlea and current
summation are other major problems of most
electrode configurations. On the other hand, the
coding and transmission of spoken language re-
quires a much larger communication channel band-
width and more sophisticated processing than a
Morse code for written text. Practical experiences
with cochlear implants in the past indicate that some
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natural relationships (such as growth of loudness
and voice pitch variations) should be maintained in
the encoding process. One might therefore conceive
a third, more realistic, hypothesis as follows: Signal
processing for cochlear implants should carefully
select a subset of the total information contained in
the sound signal and transform these elements into
those physical stimulation parameters which can
generate distinctive perceptions for the listener.

Many researchers have designed and evaluated
different systems varying the number of electrodes
and the amount of specific speech feature extraction
and mapping transformations used (27). Recently,
Wilson, et al. (28) reported astonishing improve-
ments in speech test performance when they pro-
vided their subjects with high-rate pulsatile stimula-
tion patterns rather than analog broadband signals.
They attributed this effect partly to the decreased
current summation obtained by nonsimultaneous
stimulation of different electrodes (which might
otherwise have stimulated in some measure the same
nerve fibers and thus interacted in a nonlinear
fashion) and partly to a fundamentally different,
and possibly more natural, firing pattern due to an
extremely high stimulation rate. Skinner, et al. (29)
also found significantly higher scores on word and
sentence tests in quiet and noise with a new
multipeak digital speech coding strategy as com-
pared with the formerly used FOF1F2-strategy of the
Nucleus-WSP (wearable speech processor).

These results indicate the potential gains which
may be obtained by optimizing signal processing
schemes for existing implanted devices. The present
study was conducted in order to explore new ideas
and concepts of multichannel pulsatile speech en-
coding for users of the Clark/Nucleus cochlear
prosthesis. Similar methods and tools can, however,
be utilized to investigate alternative coding schemes
for other implant systems.

Signal Processing Strategies

A cochlear implant digital speech processor
(CIDSP) for the Nucleus 22-channel cochlear pros-
thesis was designed using a single-chip digital signal
processor (TMS320C25, Texas Instruments) (30,31).
For laboratory experiments, the CIDSP was incor-
porated in a general purpose computer which pro-
vided interactive parameter control, graphical dis-
play of input/output and buffers, and offline speech

file processing facilities. The experiments described
in this paper were all conducted using the laboratory
version of CIDSP.

Speech signals were processed as follows: after
analog low-pass filtering (5 kHz) and A/D conver-
sion (10 kHz), preemphasis and Hanning windowing
(12.8 ms, shifted by 6.4 ms or less per analysis
frame) was applied and the power spectrum calcu-
lated via FFT; specified speech features such as
formants and voice pitch were extracted and trans-
formed according to the selected encoding strategy;
finally, the stimulus parameters (electrode position,
stimulation mode, and pulse amplitude and dura-
tion) were generated and transmitted via inductive
coupling to the implanted receiver. In addition to
the generation of stimulus parameters for the
cochlear implant, an acoustic signal based on a
perceptive model of auditory nerve stimulation was
output simultaneously.

Two main processing strategies were imple-
mented on this system: The first approach, Pitch
Excited Sampler (PES), is based on the maximum
peak channel vocoder concept whereby the time-
averaged spectral energies of a number of frequency
bands (approximately third-octave bands) are trans-
formed into appropriate electrical stimulation pa-
rameters for up to 22 electrodes (Figure 8, top). The
pulse rate at any given electrode is controlled by the
voice pitch of the input speech signal. A pitch
extractor algorithm calculates the autocorrelation
function of a lowpass-filtered segment of the speech
signal and searches for a peak within a specified
time lag interval. A random pulse rate of about 150
to 250 Hz is used for unvoiced speech portions.

The second approach, Continuous Interleaved
Sampler (CIS), uses a stimulation pulse rate that is
independent of the fundamental frequency of the
input signal. The algorithm continuously scans all
frequency bands and samples their energy levels
(Figure 8, middle and bottom). Since only one
electrode can be stimulated at any instant of time,
the rate of stimulation is limited by the required
stimulus pulse widths (determined individually for
each subject) and the time to transmit additional
stimulus parameters. As the information about the
electrode number, stimulation mode, and pulse
amplitude and width is encoded by high frequency
bursts (2.5 MHz) of different durations, the total
transmission time for a specific stimulus depends on
all of these parameters. This transmission time can
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Three CI-DSP strategies: pitch excited sampler (PES), continu-
ous interleaved sampler with narrow band analysis (CIS-NA),
continuous interleaved sampler with wide band analysis and
fixed tonotopic mapping (CIS-WF).

be minimized by choosing the shortest possible pulse
width combined with the maximal amplitude.

In order to achieve the highest stimulation rates
for those portions of the speech input signals which
are assumed to be most important for intelligibility,
several modifications of the basic CIS strategy were
designed, of which only the two most promising
(CIS-NA and CIS-WF) will be considered in the
following. The analysis of the short time spectra was
performed either for a large number of narrow
frequency bands (corresponding directly to the
number of available electrodes) or for a small
number (typically six) of wide frequency bands
analogous to the approach suggested by Wilson, et
al. (28). The frequency bands were logarithmically
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spaced from 200 to 5,000 Hz in both cases. Spectral
energy within any of these frequency bands was
mapped to stimulus amplitude at a selected electrode
as follows: all narrow band analysis channels whose
values excesded a noise cut level (NCL) were used
for CIS-NA, whereas all wide band analysis chan-
nels irrespective of NCL were mapped to preselected
fixed electrodes for CIS-WF. Both schemes are
supposed to minimize electrode interactions by
preserving maximal spatial distances between subse-
quently stimulated electrodes. The first scheme
(CIS-NA) emphasizes spectral resolution while the
second (CIS-WF) optimizes fine temporal resolu-
tion. In both the PES and the CIS strategies, a
high-frequency preemphasis was applied whenever a
spectral gravity measure exceeded a preset threshold.

Subjects

Evaluation experiments have been conducted
with five postlingually deaf adult (ages 26-50 years)
cochlear implant users to date. All subjects were
experienced users of their speech processors. The
time since implantation ranged from 5 months (KW)
to nearly 10 years (UT, single-channel extracochlear
implantation in 1980, reimplanted after device fail-
ure in 1987) with good sentence identification (80-95
percent correct responses) and number recognition
(40-95 percent correct responses) performance and
minor open speech discrimination in monosyllabic
word tests (5-20 percent correct responses, all tests
presented via computer, hearing-alone) and limited
use of the telephone. One subject (UT) still used the
old wearable speech processor (WSP) which extracts
only the first and second formant and thus stimu-
lates only two electrodes per pitch period. The other
four subjects used the new Nucleus Miniature
Speech Processor (MSP) with the so-called
multipeak strategy whereby, in addition to first and
second formant information, two or three fixed
electrodes may be stimulated to convey information
contained in two or three higher frequency bands.

The same measurement procedure to determine
thresholds of hearing (T-levels) and comfortable
listening (C-levels) used for fitting the WSP or MSP
was also used for the CIDSP strategies. Only
minimal exposure to the new processing strategies
was possible due to time restrictions. After about §
to 10 minutes of listening to ongoing speech, 1 or 2
blocks of a 20-item 2-digit number test were carried
out. There was no feedback given during the test
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trials. All test items were presented by a second
computer which also recorded the responses of the
subjects entered via touch-screen terminal (for mul-
tiple-choice tests) or keyboard (numbers tests and
monosyllable word tests). Speech signals were either
presented via loudspeaker in a sound-treated room
(when patients were tested with their WSPs) or
processed by the CIDSP in real time and fed directly
to the transmitting coil at the subject’s head.
Different speakers were used for the ongoing
speech, the numbers test, and the actual speech
tests, respectively.

Results and Discussion

Results of 12-consonant (/aCa/) and 8-vowel
(/dV/) identification tests are shown in Figure 9.
The average scores for consonant tests (Figure 9a)
with the subject’s own wearable speech processor
were significantly lower than with the new CIDSP
strategies. The pitch-synchronous coding (PES) re-
sulted in worse performance compared with the
coding without explicit pitch extraction (CIS-NA
and CIS-WF). Vowel identification scores (Figure
9b), on the other hand, were not improved by
modifications of the signal processing strategy.

The results for subject HS indicated that PES
may provide better vowel identification for some
subjects, while CIS was better for consonant identi-
fication for all tested subjects. It is possible that CIS
is able to present the time-varying spectral informa-
tion associated with the consonants better than can
PES. Results from a male-female speaker identifica-
tion test indicated that no speaker distinctions could
be made using CIS, unlike PES which yielded very
good speaker identification scores. This suggested
that voice pitch information was well transmitted
with PES but not at all with CIS.

Hybrids of the two strategies listed above were,
therefore, developed with the aim of combining the
respective abilities of PES and CIS in transmitting
vowel and consonant information, as well as retain-
ing PES’ ability to transmit voice pitch information
with the resultant hybrids. In one hybrid, the
stimulation was switched between PES and CIS
respectively, depending on whether the input speech
signal was voiced or not. In another hybrid, for
voiced portions of the speech, the lowest frequency
active electrode was stimulated using PES while the
remaining active electrodes were, at the same time,
stimulated using CIS. For unvoiced portions, all

_

Consonant test (C12)

[CMSPWEP EBPES IBCIE-NA INCISWF)

Figure 9.
Speech test results with five implantees, four processing condi-
tions. a) Consonant test results. b) Vowel test results.

active electrodes used CIS stimulation. A third
hybrid is a variation on the one above, using PES on
the two lowest frequency active electrodes instead of
only one.

Figure 10 shows the differences in electrode
activation patterns between the Nucleus-MSP
(Figure 10a) and the PES/CIS hybrid strategy
(Figure 10b). The graphs were generated from direct
measurements of the encoded high frequency trans-
mission signals emitted by the induction coil of the
speech processor. Using the subject’s programming
map, which determines the relationships between
stimulus amplitude and perceived loudness, relative
stimulus levels (ranging from 0 to 100 percent) were
obtained which are mapped into a color (or black
and white) scale for the purpose of illustration. The
axes of the graphs have been arranged similar to a
spectrogram, with time on the abscissa and fre-
qguency (tonotopical order of active electrodes) on
the ordinate. A number of striking differences
between the two coding schemes became apparent
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‘“‘Electrodograms’’ of the phonological consonant minimal pair /leiber - leider/. a) Processed by the Nucleus-MSP. b) Processed by a
new hybrid processing stratezy where the lowest electrode is excited pitch-synchronously (PES-mode) and the higher electrodes at
maximal rate (CIS-mode). The start of the voiced plosive sounds at about 450 ms is indicated by arrows.

from these displays. The first ana second formant
trajectories can be clearly seen in the i:!SP examples.
Due to the smaller number of electrodes assigned to
the first formant region in the case of the hybrid
strategy, the variations in first formant frequency
are less apparent and cover only three electrodes
compared with six electrodes with the MSP. The
rate of stimulation, however, is virtually identical
for the lowest trajectory in both cases. The two
highest stimulus trajectories in the MSP are assigned
to fixed electrode numbers (4 and 7), whereas in the
hybrid strategy, there is distinctly more variation
visible in those areas than would be expected. The
most striking difference betwecn the MSP and the
hybrid strategies, however, is the high-rate CIS

portion with rather large variations in stimulus levels
across electrodes and over time, as opposed to the
more uniform and scarce stimulus pattern for the
MSP. It can be seen that a distinction between the
voiced plosive phonemes /b/ and /d/ is virtually
impossible for the MSP, whereas with the hybrid (or
CIS) the second formant transition between about
460 and 490 msec becomes visible and might be
utilized by the implantees.

Preliminary experiments with these hybrid cod-
ing strategies have indeed shown some improvement
in consonant identification. The results suggested,
however, that the presence of voicing within time-
varying portions could interfere with the perception
of the CIS encoded information. Implantees were
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able to perform male-female speaker identifications
quite well with all hybrids, indicating that the voice
pitch information encoded into the PES stimulation
within the hybrids can be perceived and used. This
implies that by activating one or two low frequency
electrodes using PES, it is possible to incorporate
voice pitch information into an essentially CIS-like
coding strategy.

Conclusions

The above speech test results are still prelimi-
nary due to the small number of subjects and test
conditions. It is, however, very promising that new
signal processing strategies can improve speech
discrimination considerably during acute laboratory
experiments. Consonant identification apparently
may be enhanced by more detailed temporal infor-
mation and specific speech feature transformations.
Whether these improvements will pertain in the
presence of interfering noise remains to be verified.

The experiments using hybrid coding strategies
combining PES and CIS stimulation indicate that
there is even more potential for improvement of the
transmission of information regarding particular
consonants. Further studies will have to be carried
out to investigate in greater detail the perceptual
interactions that arise between PES and CIS stimu-
lation within the resultant stimuli. The results also
show that voice pitch information, added to a
CIS-like coding strategy by encoding it into one or
two low frequency electrode(s), can be perceived and
used by a cochlear implant user. Further optimiza-
tion of these processing strategies preferably should
be based on more specific data about loudness
growth functions for individual electrodes or addi-
tional psychophysical measurements.

Although many aspects of speech encoding can
be efficiently studied using a laboratory digital
signal processor, it would be desirable to allow
subjects more time for adjustment to a new coding
strategy. Several days or weeks of habituation are
sometimes required until a new mapping can be fully
exploited. Thus, for scientific as well as practical
purposes, the further miniaturization of wearable
DSPs will be of great importance.

SUMMARY

The application of digital signal processors for
the hearing impaired was demonstrated with three
examples:

« Optimal parameters for a two-microphone adap-
tive beamformer noise reduction algorithm were
determined by simulations and measurements for
realistic environments. The experimental evaluation
was carried out with normal-hearing and hearing-
impaired subjects using a real time implementation
on a floating point DSP. Results indicated the
potential benefit of this method even in moderately
reverberant rooms when a speech detection algo-
rithm is included and an adequate filter length for
the least mean squares (LMS) algorithm is used.

« A digital hearing aid with a multiband frequency
domain modification of the short-time amplitude
spectrum was fitted using loudness scaling measure-
ments and evaluated with 13 hard-of-hearing sub-
jects. The measurements that used narrow band
signals were converted into gain factors via a
simplified loudness estimation model based on the
calculation of the spectral gravity point and the total
energy within a short segment of the input signal.
Significant improvements in speech recognition
scores were found in quiet as well as in noisy
conditions.

* A variety of high-rate stimulation algorithms were
implemented on an experimental digital signal pro-
cessor for the Nucleus multielectrode cochlear im-
plant and compared with the performance of the
patient’s own wearable and miniature speech proces-
sor. It was found that consonant identification
could be significantly improved with the new strate-
gies in contrast to vowel identification, which
remained essentially unchanged. Degradation in
perceived sound quality due to loss of voice pitch
information may be compensated by hybrid strate-
gies.
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Abstract—Two approaches for representing speech infor-
mation with multichannel cochlear prostheses are being
compared in tests with implant patients. Included in these
studies are the compressed analog (CA) approach of a
standard clinical device and research processors utilizing
continuous interleaved sampling (CIS). Initial studies
have been completed with nine subjects, seven of whom
were selected on the basis of excellent performance with
the Ineraid clinical processor, and the remaining two for
their relatively poor performance with the same device.
The tests include open-set recognition of words and
sentences. Every subject has obtained a higher score—or
repeated a score of 100% correct—on every test when
using a CIS processor. These results are discussed in
terms of their implications for processor design.

Key words: cochlear prosthesis, deafness, hearing, speech
perception, speech processing.

INTRODUCTION

Recent studies in our laboratory have focused
on comparisons of compressed analog (CA) and
continuous interleaved sampling (CIS) processors
(1,2,3). Both use multiple channels of intracochlear
electrical stimulation, and both represent waveforms
or envelopes of speech input signals. No specific
features of the input, such as the fundamental or
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formant frequencies, are extracted or explicitly
represented. CA processors use continuous analog
signals as stimuli, whereas CIS processors use
pulses. The CA approach is used in the widely
applied Ineraid device (4,5) and in the now-discon-
tinued UCSF/Storz device, with some differences in
details of processor implementation (6). Wearable
devices capable of supporting the CIS approach are
just becoming available for use in clinical settings.

To date, we have completed initial studies of
nine subjects—seven of whom were selected for their
high levels of speech recognition with the Ineraid
CA processor, and two who were selected for their
relatively poor performances with that processor.
The “‘high performance” subjects were representa-
tive of the best results when any commercially
available implant system is used (2). Equivalent
studies have been begun but not yet completed with
two additional patients in the ‘‘poor performance’’
group (7).

This paper will briefly review the previously
published results for the seven subjects in the high
performance group and present preliminary results
for the first two subjects from the poor performance
group.

PROCESSING STRATEGIES

The designs of CA and CIS processors are
illustrated in Figure 1 and Figure 2. In CA proces-
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Figure 1.

Waveforms produced by simplified implementations of CA and
CIS strategies. The top panel shows preemphasized (6dB/octave
attenuation below 1.2 kHz) speech inputs. Inputs corresponding
to a voiced speech sound (‘‘aw’’) and an unvoiced speech sound
(“‘t’’) are shown in the left and right columns, respectively. The
duration of each trace is 25.4 ms. The remaining panels show
stimulus waveforms for CA and CIS processors. The waveforms
are numbered by channel, with channel 1 delivering its output to
the apical-most electrode. To facilitate comparisons between
strategies, only four channels of CIS stimulation are illustrated
here. In general, five or six channels have been used for that
strategy. The pulse amplitudes reflect the envelope of the
bandpass output for each channel. In actual implementations
the range of pulse amplitudes is compressed using a logarithmic
or power-law transformation of the envelope signal. (From
Wilson BS, et al. (2), with permission.)

sors, a microphone signal varying over a wide
dynamic range is compressed or restricted to the
narrow dynamic range of electrically evoked hearing
(8,9) using an automatic gain control. The resulting
signal is then filtered into four contiguous frequency

2
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4
Figure 2.

Expanded display of CIS waveforms. Pulse duration per phase
(*‘d’’) and the period between pulses on each channel (‘‘1/rate’’)
are indicated. The sequence of stimulated channels is 4-3-2-1.
The total duration of each trace is 3.3 ms. (From Wilson BS, et
al. (2), with permission.)

bands for presentation to each of four electrodes.
As shown in Figure 1, information about speech
sounds is contained in the relative stimulus ampli-
tudes among the four electrode channels and in the
temporal details of the waveforms for each channel.

A concern associated with this method of
presenting information is that substantial parts of it
may not be perceived by implant patients (10). For
example, most patients cannot perceive frequency
changes in stimulus waveforms above about 300 Hz
(11). Thus, many of the temporal details present in
CA stimuli probably are not accessible to the typical
user.

In addition, the simultaneous presentation of
stimuli may produce significant interactions among
channels through vector summation of the electric
fields from each electrode (12). The resulting degra-
dation of channel independence would be expected
to reduce the salience of channel-related cues. That
is, the neural response to stimuli from one electrode
may be significantly distorted, or even counteracted,
by coincident stimuli from other electrodes.

The CIS approach addresses the problem of
such channel interactions through the use of inter-
leaved nonsimultaneous stimuli (Figure 2). Trains of
balanced biphasic pulses are delivered to each
electrode with temporal offsets that eliminate any
overlap across channels. The amplitudes of the
pulses are derived from the envelopes of bandpass
filter outputs. In contrast with the four-channel
clinical CA processors, five or six bandpass filters
(and channels of stimulation) have generally been
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used in CIS systems to take advantage of additional
implanted electrodes and reduced interactions
among channels. The envelopes of the bandpass
outputs are formed by rectification and lowpass
filtering. Finally, the amplitude of each stimulus
pulse is determined by a logarithmic or power-law
transformation of the corresponding channel’s enve-
lope signal at that time. This transformation com-
presses each signal into the dynamic range appropri-
ate for its channel.

A key feature of the CIS approach is its
relatively high rate of stimulation on each channel.
Other pulsatile strategies present sequences of inter-
leaved pulses across electrodes at a rate equal to the
estimated fundamental frequency during voiced
speech and at a jittered or fixed (often higher) rate
during unvoiced speech (13,14,15). Rates of stimula-
tion on any one channel have rarely exceeded 300
pulses per second (pps). In contrast, the CIS strategy
generally uses brief pulses and minimal delays, so
that rapid variations in speech can be tracked by
pulse amplitude variations. The rate of stimulation
on each channel usually exceeds 800 pps and is
constant during both voiced and unvoiced intervals.
A constant high rate allows relatively high cutoff
frequencies for the lowpass filters in the envelope
detectors. With a stimulus rate of 800 pps, for
instance, lowpass cutoffs can approach (but not
exceed) 400 Hz without introducing aliasing errors
in the sampling of the envelope signals at the time of
each pulse. See Rabiner and Shafer for a complete
discussion of aliasing and its consequences (16).

METHODS

Each of the nine subjects has been studied for a
1-week period during which: (q) basic psycho-
physical measures were obtained on thresholds and
dynamic ranges for pulsatile stimuli; (b) various CIS
processors (with different choices of processor pa-
rameters) were evaluated with preliminary tests of
consonant identification; and, (¢) performance with
the best of the CIS processors and the clinical CA
processor was documented with a broad spectrum of
speech tests. Experience with the clinical processor
exceeded one year of daily use for all subjects. In
contrast, experience with the CIS processors was
limited to no more than several hours before formal
testing.

Tests

The comparison tests include open-set recogni-
tion of 50 one-syllable words from Northwestern
University Auditory Test 6 (NU-6), 25 two-syllable
words (spondees), 100 key words in the Central
Institute for the Deaf (CID) sentences of everyday
speech, and the final word in each of 50 sentences
from the Speech Perception in Noise (SPIN) Test
(here presented without noise). All tests are con-
ducted with hearing alone, using single presentations
of recorded materia!, and without feedback about
correct Or incorrect responses.

Processor Parameters

Each subject’s own clinical device is used for
the tests with the CA processor. As mentioned
above, selection of parameters for the CIS processor
is guided by preliminary tests of consonant identifi-
cation. The standard four channels of stimulation
are used for the clinical CA processors (4,5),
whereas five or six channels have been used for the
CIS processors. Additional parameters of the CIS
processors are presented in Table 1. As indicated
there, all CIS processors for the high performance
subjects, SR2 to SR8, have had pulse durations of
102 us/phase or less, zero delay between the
sequential pulses on different channels, pulse rates
of 817 pps or higher on each channel, and a cutoff
frequency for the lowpass filters of 400 Hz or
higher. The best processor for subject SR1 also fit
this description, except that a delay of 172 us was
interposed between sequential pulses. The best pro-
cessor for subject SR10 used long-duration pulses
(167 us/phase), paired with a relatively low rate of
stimulation on each channel (500 pps) and a rela-
tively low cutoff frequency for the lowpass filters
(200 Hz).

Evaluation of Practice and Learning Effects
Because the tests with the CA processor pre-
ceded those with the selected CIS processor for each
subject, we were concerned that practice or learning
effects might favor the latter in comparisons of the
two strategies. To evaluate this possibility, the CID
and NU-6 tests were repeated with the CIS processor
for five of the high performance subjects (subjects
SR3, SR4, SR6, SR7, and SR8). A different re-
corded speaker and new lists of words and sentences
were used. Practice or learning effects would be
demonstrated by significant differences in the
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Table 1.
Parameters of CIS processors.
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Pulse Duration Rate Integrating Filter
Subject Channels (us/phase) (ppy) Cutoff (Hz)
SR2 6 55 1515 800
SR3 6 31 2688 400
SR4 6 63 1323 400
SRS 6 31 2688 800
SR6 6 102 817 400
SR7 5 34 2941 400
SR8 6 100 833 400
SR1 5 34 833 400
SR10 6 167 500 200

Parameters inciude number of channels, pulse duration, the rate of stimulation on each channel
(Rate), and the cutoff frequency of the lowpass integrating filters for envelope detection (Integrating
Filter Cutoff). The subjects are listed in the chronological order of their participation in the present
studies. SR2 through SR8 are the ‘‘high performance’’ subjects while SRI and SR10 belong to the
“‘low performance’’ group. Additional processor parameters may be found in References 3 and 7.

test/retest scores. Nevertheless, no such differences
were found (p > 0.6 for paired f comparisons of the
CID scores; p > 0.2 for the NU-6 scores), and the
scores from the first and second tests were averaged
for all subsequent analyses.

RESULTS

The results from 1-week studies of each of the
nine subjects are presented in Table 2 and Figure 3.
Scores for the high performance subjects are indi-
cated by the light lines near the top of each panel in
Figure 3, and scores for the two low performance
subjects are indicated by the dark lines closer to the
bottom of each panel. We note that low perfor-
mance subject SR1 had participated in an earlier
study not involving CIS processors (15). Results
from his first week of testing with CIS processors
are presented here. This is also true of high
performance subject SR2, who has returned to the
laboratory for many additional studies with various
implementations of CIS processors (1). In those
subsequent tests, SR2 has achieved even higher
scores using a variety of six-channel CIS processors,
with NU-6 percentages ranging from the high 80s to
the low 90s.

As is evident from the figure, all nine subjects
have scored higher, or repeated a score of 100

percent correct, on every test, when using a CIS
processor. The average scores across subjects in-
creased from 64 to 86 percent correct on the spondee
test (p < 0.01), from 70 to 91 percent correct on the
CID test (p < 0.02), from 39 to 76 percent correct
on the SPIN test (p < 0.001), and from 34 to 54
percent correct on the NU-6 test (p < 0.0002).

Perhaps the most encouraging of these results
are the improvements for the two low performance
subjects. CA scores were low for SR1 and quite
poor for SR10. Substitution of a CIS processor
produced large gains in speech recognition for both
subjects. Indeed, with the CIS processor SR1 has
scores that fall within the ranges of CA processor
scores that qualified subjects SR2 to SR8 as among
the best performers with any clinical device.

Similarly, SR10 achieved relatively high scores
with the CIS processor. The score on the spondee
test increased from 0 to 56 percent correct, on the
CID test from 1 to 55 percent correct, on the SPIN
test from 0O to 26 percent correct, and on the NU-6
test from 0 to 14 percent correct. These increases
were obtained with no more than several hours of
aggregated experience with CIS processors, com-
pared with more than a year of daily experience with
the clinical CA processor.

Note that although these gains for SR10 are
large, they are not atypical of results for the other
subjects. His improvements follow the pattern of the
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Table 2.
Individual results from the open-set tests.
Spondee CIb SPIN NU-6

Subject CA CIS CA CIS CA CIS CA CIS
SR2 92 96 100 100 78 % 56 80
SR3 52 9% 66 98 14 92 34 58
SR4 68 76 93 95 28 70 34 40
SRS 100 100 97 100 94 100 70 80
SR6 2 92 73 99 36 74 30 49
SR7 80 100 99 100 66 98 38 71
SR8 68 100 80 100 36 94 38 66
SR! 40 60 25 70 2 30 32
SR10 0 56 1 55 0 26 ] 14

other subjects, i.e., generally large gains in the
scores of tests that are not limited by ceiling effects.
The distinctive aspect of SR10’s results is that he
enjoys such gains even though he started at or near
zero on all four tests. Thus, the relative improve-
ments for SR10 are larger than those for any other
subject in the series thus far.

DISCUSSION

The findings presented in this paper demon-
strate that the use of CIS processors can produce
large and immediate gains in speech recognition for
a wide range of implant patients. Indeed, the
sensitivity of some of the administered tests has been
limited by ceiling (or saturation) effects: five of the
seven high performance subjects scored 96 percent
or higher for the spundee test using CIS processors;
all seven scored 95 percent or higher for the CID
test; and five scored 92 percent or higher for the
SPIN test. Scores for the NU-6 test, although not
approaching the ceiling, were still quite high. The 80
percent score achieved by two of the subjects
corresponds to the middle of the range of scores
obtained by people with mild-to-moderate hearing
losses when taking the same test (17,18).

The improvements are even more striking when
one considers the large disparity in experience with
the two processors. At the time of our tests each
subject had 1 to 5 years of daily experience with the

CA processor but only several hours over a few days
with CIS. In previous studies involving within-
subjects comparisons, such differences in experience
have strongly favored the processor with the greatest
duration of use (19,20,21).

Factors contributing to the performance of CIS
processors might include: (a) reduction in channel
interactions through the use of nonsimultaneous
stimuli; (b) use of five or six channels instead of
four; (c) representation of rapid envelope variations
through the use of relatively high pulse rates; (d)
preservation of amplitude cues with channel-by-
channel compression; and, (e) the shape of the
compression function.

An interesting aspect of the ongoing studies
with low performance subjects, represented here by
SR1 and SR10, is that thc best CIS processors seem
to involve parameters distinct from those of the best
processors for subjects in the high performance
group. The best processor for SR1 used short-
duration pulses (34 us/phase) presented at a rela-
tively low rate (833 pps), and the best processor for
SR10 used long-duration pulses (167 us/phase) pre-
sented at an even lower rate (500 pps). The subjects
in the high performance group, however, often
obtained their best scores with processors tending to
minimize pulse widths and maximize pulse rates
(e.g., 31 us/phase pulses presented at 2688 pps).

The use of such shorter pulses and higher rates
allows representation of higher frequencies in the
modulation waveform for each channel (i.e., the
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Speech recognition scores for CA and CIS processors. A line connects the CA and CIS scores for each subject. Light lines correspond
to the seven subjects selected for their excellent performance with the clinical CA processor, whereas the heavier lines correspond to

the two subjects selected for relatively poor performance.

cut-off frequency of the lowpass filter in the
envelope detectors for each channel may be raised to
one-half of the pulse rate without introducing
aliasing effects). In addition, the dynamic range
(DR) of electrical stimulation—from threshold to
most comfortable loudness—is a strong function of
pulse rate and a weaker function of pulse duration
(11,22). Large increases in DR are generally found
with increases in pulse rates from about 400 pps to
2500 pps. Smaller increases often (but not always)
are observed with increases in pulse duration (at a
fixed rate of stimulation) from roughly 50 us/phase
to higher values (e.g., out to 200 us/phase for
practical CIS designs).

For some patients, however, these advantages
may be outweighed by other factors. For several
subjects in our Ineraid series, for instance, we have
observed that the salience of channel ranking can
decline with decreases in pulse widths below

100 us/phase. A favorable tradeoff for such sub-
jects might involve the use of long-duration pulses
(e.g., 100 us/phase or greater) to preserve channel
cues, while foregoing any additional DR obtainable
with shorter pulses and higher rates of stimulation.

Another possible advantage of relatively low
rates of stimulation is further reduction of channel
interactions. Providing time between pulses on
sequential channels can reduce the ‘‘temporal inte-
gration’’ component of channel interactions—a
component produced by the accumulation of charge
at neural membranes from sequential stimuli (12).
Thus, use of time delays between short-duration
pulses in the stimulation sequence across electrodes
may reduce interactions. Alternatively, use of long-
duration pulses with no time delay also might reduce
temporal interactions in that a relatively long period
still is realized between the excitatory phases of
successive pulses.
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Collectively, the present results indicate that:
(a) the performance of at least some patients with
poor clinical outcomes can be improved substan-
tially with use of a CIS processor; (b) use of
long-duration pulses produced large gains in speech
test scores for one such subject; (¢) use of short-
duration pulses presented at a relatively low rate
produced similar improvements in another such
subject; and, (d) the optimal tradeoffs among pulse
duration, pulse rate, interval between sequential
pulses, and cutoff frequency of the lowpass filters
seem to vary from patient to patient. Studies are
underway to evaluate CIS processors for additional
subjects in the low performance group and to
investigate in detail the tradeoffs among processor
parameters for subjects in both the low and high
performance groups.
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